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Abstract
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and survivor banks mispriced real estate risk ex-ante, failed banks’ investments suffered
both from a focus on sectors with higher aggregate risk and from higher idiosyncratic
risk within each sector. The secondary effect of funding fragility is more important
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Johan Sulaeman, Suresh Sundaresan, Elod Takats, Dimitri Vayanos, and seminar participants at the Bank for
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I. Introduction

A number of large financial institutions – including brokers-dealers, mortgage companies,

and insurers – failed during the 2007-2008 funding crisis in the United States. The period

immediately following the funding crisis was marked by commercial bank failures that

numbered in the hundreds.

Bank failures are not frictionless events. Bank distress can lead to increased risk taking due

to the loss of charter value (Keeley (1990)), raise funding costs for non-distressed competitors

(Egan, Hortasu and Matvos (2017)), generate severe contractions in credit supply (Ivashina

and Scharfstein (2010), Cornett et al. (2011), Antoniades (2016)), and affect real economic

activity both in the country where the stress originated (Ashcraft (2005), Calomiris and

Mason (2003a)) and across borders (Peek and Rosengren (1997), Peek and Rosengren (2000)).

Furthermore, bank failures impose significant costs on the resolution authority and the costs

can be further compounded by misallocation of failed banks to potential acquirers (Granja,

Matvos and Seru (forthcoming)).

Conceptually understanding systematic risk patterns associated with these failures is

important. Laeven and Levine (2009) find that banks with more powerful owners tended to

take greater risks during the run-up to the 2007-2008 crisis, but Fahlenbrach and Stulz (2011)

and Beltratti and Stulz (2012) show that neither better governance nor incentive structures

that better aligned the interests of shareholders to those of the CEO, resulted in better bank

performance during the crisis.1

Another strand of the literature examines the relation between banks’ pre-crisis business

models and bank performance during the crisis. Ratnovski and Huang (2009), Beltratti

and Stulz (2012), Fahlenbrach, Prilmeier and Stulz (2012) find that banks with more fragile

funding structures performed worse during the crisis, Cole and White (2012) find a link

1Cheng, Hong and Scheinkman (2015) present a challenge to cross-sectional estimates of the impact of
compensation policy on firm outcomes, by identifying a causal relation that runs in the reverse direction, from
firm risk to managerial pay, as risk-averse managers require more pay to compensate them for working in
riskier firms.
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between bank failure and exposure to commercial real estate, and DeYoung and Torna (2013)

find the composition of banks’ sources of income to have also mattered.

To my knowledge, this is the first paper to examine the relative importance of investment

and funding risks in precipitating bank failures during the Great Recession and generate

micro-level evidence of the operation of these risk channels. The findings help delineate the

extent of applicability to commercial banks of research findings that emerged in the post-crisis

literature on financial intermediation. It is important to emphasize that I view the various

sources of risk as complementary, not mutually exclusive, explanations of bank failures.

The analysis proceeds in three stages. The first stage documents how commercial banks’

business models evolved during the run-up to the crisis. The second stage relies on the

pre-crisis snapshot of banks’ business models to identify the various drivers of bank failures

and estimate their economic significance. The third stage uses portfolio-level data to reveal

how the different sources of risk became operational during the crisis.

The empirical findings in the paper establish a pecking order of the various drivers of bank

failures: exposure to non-household real estate credit was the primary determinant of failures,

the effect of funding fragility was of secondary importance, and household real estate’s impact

was limited to the (marginal) effect of private-label MBS held by large banks. Traditional

home mortgages and agency-issued MBS did not impact commercial bank failures during this

episode. In short, cash flow risk on the asset side had a more prominent role in precipitating

commercial bank failures than funding risk on the liability side did.

Aggregate funding strains have been identified as one of the precipitating causes of the

crisis, with direct and particularly pronounced impact on brokers-dealers’ balance sheets.2

Although funding risk did affect bank solvency, via increases in funding costs, a liquidity

mechanism involving aggregate funding reversals cannot explain commercial bank failures.

The FDIC reported 492 commercial bank failures from January 1, 2005 to December 31,

2013. The vast majority of these failures - 462 failures - took place after the last quarter of

2See Gorton and Metrick (2012)),Adrian and Shin (2009), Brunnermeier (2009), Brunnermeier and Pedersen
(2009)
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2008. That is, during a period when aggregate funding pressures in the banking sector had

completely abated. Furthermore, during the financial crisis commercial banks had access

to lender of last resort facilities at the Federal Reserve’s discount window, as well as to

short-term funding provided by the Term Auction Facility (TAF), and their funding resilience

was further enhanced by the FDIC raising deposit insurance limits soon after the events of

September 2008.

The severe and extended downturn experienced by real estate markets during the Great

Recession, points to real estate risk as a potentially important driver of these failures. Two

asset bubbles formed in parallel during the run-up to the crisis: one involving residential

real estate (RRE) and the other involving commercial real estate (CRE). This paper argues

that while commercial banks offloaded the risk associated with RRE via active use of the

securitization channel (Mian and Sufi (2009), Loutskina and Strahan (2009), Demyanyk and

Van Hemert (2011)), they used their residual balance sheet capacity to fund the growth in

CRE markets.

I propose three channels via which stresses in real estate markets could impact banks’

financial health. These channels operate via a bank’s exposure to real estate risk in each of

its (1) illiquid assets, (2) marketable securities, and (3) off-balance sheet credit line portfolios.

For each of these three portfolios, I consider how pre-crisis choices that increased portfolio

exposure to real estate risk impacted the probability of bank failure during the crisis.

The empirical estimation relies on cross-sectional variation in pre-crisis portfolio com-

position. For each portfolio, the estimator identifies the marginal effect of substitution of

real estate for non-real estate products – i.e., within-portfolio substitution effects – on the

probability of bank failure during the Great Recession.

During the run-up to the crisis, banks changed their funding structures only marginally

but raised their exposure to real estate risk substantially. Importantly, whereas they increased

their exposure to non-household real estate borrowers – such as investors in multifamily

properties, developers of commercial real estate (CRE) and land development projects – and
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in the case of large banks also to private-label MBS, they shed their exposure to traditional

household real estate products, such as home mortgages and agency MBS. By 2005, banks

that ended up failing during the crisis were significantly more exposed to non-household real

estate credit – which accounted for roughly half their balance sheet – than survivor banks.

The empirical evidence points to an aggregate shift of retained risk to non-household real

estate credit, with failed banks pursuing this strategy more aggressively.

The resulting pre-crisis mix of banks’ investments in real estate holds relevance in explaining

failure rates during the Great Recession, and more so for large banks. However, I find no

evidence that exposure to household real estate credit contributed to bank failures. This

result points to the offloading of household mortgage risk, which the securitisation process

facilitated, from commercial banks to other types of financial intermediaries and, possibly,

to adequate allocation of capital for the residual risk that was kept on-balance sheet. In

addition, agency and (implicit) government guarantees on underlying loans, as well as policy

interventions during the crisis worked to stem the development of severe price pressures in

the agency segment of the securitization market.

The exposures that mattered most for bank failures were loans and credit lines extended

to non-household real estate borrowers. In a counterfactual exercise I estimate that had

the 2005 levels of exposure to loans and credit lines to non-household real estate borrowers

been reduced independently down to the lowest quartile of their corresponding distributions,

the aggregate probability of failure would have declined respectively by 5 and 3 percentage

points for small banks, and by 7 and 4 percentage points for large banks. The effects are

economically significant, and of the order of magnitude of the empirical loss rates observed in

the data – 7 and 10 percentage points for small and large banks, respectively.

Exposure to private-label MBS – the securitization vehicle for subprime mortgages and

commercial real estate loans – mattered, but less so and only for large banks, with a 2

percentage point counterfactual decline in the average probability of failure. As Erel, Nadauld

and Stulz (2014) show, and the findings in this paper verify, exposure to private-label MBS
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was economically trivial for the typical commercial bank.

Funding risk mattered but its economic significance was secondary to that of investment

risk. Repeating the counterfactual exercise described above for core-deposit funding – i.e.,

substituting core-deposits for wholesale funding – yields a 2 and 3 percentage point decline in

the aggregate probability of failure in the subsamples of small and large banks, respectively.

The corresponding effects for equity capital are 1 and 2 percentage points in magnitude.

Although local economic conditions did affect bank failures (Aubuchon and Wheelock

(2010)) their influence does not explain away the paper’s main findings. Relying on information

about the geographical distribution and relative size of bank branches, I construct bank-

specific measures of exposure to local economic conditions during the crisis and show that

their inclusion does not affect the main findings. An alternative specification that saturates

the model with state fixed effects yields similar results.

In a number of additional tests I find the results to be robust to the influence of government

interventions in the form of capital injections through the Capital Purchase Program (CPP),

to the potential exercise of regulatory discretion in placing banks under receivership, to the

inclusion of non-receivership exits, to controlling for the confounding effects of the composition

of the bank’s income, to accounting for off-balance sheet exposures to asset-backed commercial

paper conduits, and to excluding too-big-to-fail banks from the sample. The results are also

robust to matching failed banks to survivor banks on a comprehensive set of characteristics,

and to estimating the model using either 2004 or 2006 as the base pre-crisis year.

In the third stage of the analysis, I generate micro-level evidence on the operation of the

main risk channels. Though identifying the source of banks’ risk-taking in non-household

real estate markets extends beyond the scope of this work, I run tests that rule out two

plausible explanations, thereby limiting the search space. Specifically, I show that risk-taking

in non-household real estate credit is neither a byproduct of a bank’s overall risk-taking

behaviour nor a byproduct of its risk-taking behaviour in household real estate markets. I

use a bank’s pre-crisis z-score to proxy for overall risk-taking (Laeven and Levine (2009)) and



6

the average loan to income (LTI) ratio of the mortgage loans it originated during the run-up

to the crisis (obtained from the Home Mortgage Disclosure Act) to proxy for risk-taking in

household real estate credit. None of these proxies explains away the effect of exposure to

non-household real estate credit on bank failure rates.

I then perform a decomposition of asset returns to show how real estate risk became

operational during the crisis. I use survivor banks as a baseline group to ascertain whether a

source of risk had an aggregate component – ie, one affecting all banks – and differences in

returns between failed and survivor banks to ascertain whether it also had an idiosyncratic

component – ie, one affecting only failed banks.

Real estate risk had an aggregate component. Across both failed and survivor banks, real

estate loans exhibited significantly higher non-performing loan (NPL) rates than non-real

estate loans during the crisis. NPL rates peaked during 2010–2011 and loans to non-household

real estate borrowers were the worst performer. Relying on deviations of fair value from book

value to assess the performance of the banks’ securities holdings,3 I find that private-label

MBS performed worse than the reference portfolio of non-MBS securities. Agency MBS,

on the other hand, performed better than the reference portfolio, likely a result of agency

and (implicit) government guarantees associated with these assets and of Federal Reserve

interventions.

Real estate risk had an idiosyncratic component too. Not only did failed banks skew their

portfolios towards the worst performing real estate product categories, but within any real

estate category they invested in assets of lower quality than those that survivor banks invested

in. The real estate loan portfolios of failed banks exhibited, on average, higher NPL rates

than those of survivor banks, and the differences in performance are significant across years,

bank size, and loan categories. These differences are more acute for non-household real estate

loans, and are not driven by differences in the banks’ exposure to local economic conditions.

Similar performance differences are not consistently present in the banks’ non-real estate loan

3I use unrealized mark-to-market gains to assess the performance of securities.
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portfolios. This observation suggests that idiosyncratic differences in returns are not driven

by unobserved factors that would have influenced performance equally across all of a bank’s

loan exposures.

The agency-issued MBS held by failed banks also performed worse than those held by

survivor banks. This finding is not robust for private-label MBS, possibly a result of strategic

misreporting of fair values – necessitated by the thinning capital buffers of failed banks and

facilitated by the relatively high opacity of these assets – or a statistical artifact of the small

number of commercial banks with nonzero exposure to private-label MBS.

Differences in pre-crisis growth patterns cannot entirely explain differences in lending

standards. Failed banks accumulated real estate exposure more rapidly than survivor banks

did during the run-up to the crisis, and did so more aggressively for non-household real estate

credit. However, the loan and securities portfolios of a subset of survivor banks that also

expanded rapidly into real estate, did not experience the same subpar levels of performance

as those of failed banks did during the crisis.

I then turn my attention to risk pricing. I examine interest returns on loans, to gauge the

extent to which the ex-ante pricing behavior of banks was consistent with ex-post portfolio

risk. I find that neither failed nor survivor banks priced their real estate loan portfolios as

higher-risk than their non-real estate portfolios, a finding that is in sharp contrast to the

significantly higher NPL rates of real estate loans during the crisis. I do find, however, that

idiosyncratic differences in the ex-post performance of failed and survivor banks’ real estate

portfolios were partially priced in by failed banks.

The last part of the analysis examines the operation of the funding channel. I first show

that funding risk carries less significance in explaining earlier failures than it does in explaining

later failures. Given that aggregate funding pressures were present only during the early

stages of the Great Recession, this result suggests that funding composition’s influence on

failure rates did not operate through an aggregate funding risk channel.

I examine at a more granular level the trajectory of funding costs for failed and survivor
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banks. Core-deposits maintained their cost advantage over non-core liabilities throughout the

crisis. Across all banks, and regardless of the source of funds, funding costs peaked during

2007-08 but declined sharply thereafter.

Although both failed and survivor banks saw their funding costs return to pre-crisis levels

by the end of 2008, the pace of decline was slower for failed banks. This was due to an

idiosyncratic channel that widened a pre-crisis spread between the funding costs of failed and

survivor banks during 2007-08, and maintained it at elevated levels after 2008. Compared

to pre-crisis levels, the spread widened more for non-core sources of funds than it did for

core deposits, suggesting that providers of non-core funds repriced risk more aggressively.

However, although the spread may have been driven by factors unrelated to fundamentals

during the 2007-08 period, after 2008 it compresses back to pre-crisis levels once one accounts

for a bank’s solvency and asset quality. This indicates that after the funding crisis of 2007-08,

funding spreads reflected the pricing of bank-specific risk by liability holders rather than the

pricing of aggregate factors unrelated to bank fundamentals.

The results in this paper bring to the fore the central role of non-household real estate credit

in precipitating U.S. commercial bank failures during the Great Recession. The higher risk of

non-household real estate loans evident during the crisis is consistent with general features

of these loans. For example, compared to RRE loans, CRE loans are larger and harder to

diversify, rely on more complex repayment sources requiring more involved cash flow analysis,

are rarely fully amortized with balloon payments of principal often required upon maturity,

and face higher barriers to securing alternative financing because of their idiosyncratic features

and costly prepayment penalties; arguably, they also face lower disincentives for strategic

default (Levitin and Wachter (2013)).

A link between commercial real estate and bank distress has been identified in earlier

periods across countries. In the early 1990s, Japanese lenders incurred significant losses

from their CRE-collateralized loan portfolios, which resulted in a credit crunch whose impact

extended outside Japan (Peek and Rosengren (1997), Peek and Rosengren (2000)). Other
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commentators attribute the poor performance of the U.S. banking sector in the 1990s to

commercial real estate (Litan (1992), Boyd and Gertler (1993), Cole and Fenn (2008)).

In the aftermath of the 2007-08 funding crisis, references to the non-household real estate

sector also emerged in public reports examining the failure of specific financial institutions.

An important example is the Examiner’s Report on the failure of Lehman Brothers that

documents the significant role that losses in the bank’s CRE portfolio played in its eventual

demise.4

Nonetheless, scant empirical evidence exists on the drivers of performance of CRE markets

during the recent crisis. Duca and Ling (2015) show that CRE markets experienced as deep

a downturn as residential mortgage markets did during this episode. The authors attribute

price movements in CRE markets to shifts in risk premia that declined in the run-up to

the crisis and increased sharply during the crisis. Levitin and Wachter (2013) argue that

the boom in CRE markets was partly driven by innovations in commercial mortgage-backed

security (CMBS) markets that resulted in traditional investors in CRE markets being outbid

by collateralized debt obligation (CDO) packagers with lower underwriting standards.

Similarly, the post-crisis literature on financial intermediation lacks a rigorous examination

of systematic patterns of risk-taking in non-household real estate markets. One exception is

Cole and White (2012) who find a cross-sectional correlation between commercial real estate

investment and the probability of bank failure, in an empirical setting with certain limitations

on identification.5

In this paper, I first provide time-series evidence to set the backdrop for the main cross-

sectional results, which I establish rigorously and evaluate in terms of economic significance. I

4The full report can be found at https://jenner.com/lehman
5Cole and White (2012) use data on bank failures in 2009 – and in one robustness test up until the first

half of 2010 – and rely on a model to identify would-be failures for subsequent years. This is an important
shortcoming because the majority of bank failures took place after 2009. They also do not account for the
significant risk exposure stemming from off-balance sheet credit commitments, they infer the direction of
effects for MBS risk from a model that does not explicitly control for MBS holdings, they do not convincingly
rule out the main competing explanation of shocks to local economic conditions, and their model estimates
effects relative to holdings of cash rather than relative to holdings of non-real estate assets within each
appropriate portfolio, which is arguably a closer representation of a bank’s portfolio allocation process.
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then extend the analysis to produce micro-level insights into the operation of the risk channels.

First, I examine the evolution of banks’ pre-crisis business models, and document significant

ex-ante shifts that are consistent with the ex-post risk drivers. Second, I reject plausible

hypotheses about the drivers of bank’s risk-taking behaviour in non-household real estate

markets to trace a tighter boundary around its source. Third, I use data at the loan product

level to show how real estate risk was priced prior to the crisis and how it became operational

during the crisis. Similarly, I rely on micro-level data on funding costs to empirically trace

the operation of the funding channel during this episode.

II. Data Sources and Time Series Evidence

I obtain the list of failed institutions from FDIC. The FDIC reported 492 bank failures during

the period January 1, 2005 to December 31, 2013. The vast majority of these institutions

were sold in a bidding process and a small number were liquidated (Granja, Matvos and

Seru (forthcoming)). I obtain financial data for banks from the Reports of Condition and

Income (call reports) made available online by the Federal Reserve Bank of Chicago. The call

reports cover all commercial banks and contain detailed financial information in a number of

different schedules. Merging the list of failed banks with the 2005 call reports using the FDIC

certificate number as the match key yields a set of 8,541 banks, 405 of which failed.

To achieve a more uniform sample, I drop a number of observations. I first drop thrifts,

savings banks, and other institutions that are not classified as commercial banks in the call

reports because such banks operate under a different charter and have different business

models than commercial banks; this leaves 7,650 commercial banks (384 failed). I then drop

small banks with average assets in 2004 less than $50 million and have 5,802 banks (323

failed); banks that entered the sample after 2004, and have 5,634 banks (301 failed); and

banks that exited the sample before Dec 31, 2013 without being reported as bank failures

by the FDIC (possibly as a result of mergers, parent BHC failure, or changes in reporting
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requirements)6 to obtain the final sample that contains 4,320 banks, 301 of which failed

between January 1, 2005 and December 31, 2013.

A. Timeline of Bank Failures and Funding Risk

Figure I displays the quarterly timeline of the 301 bank failures in my sample for the period

January 1, 2005 to December 31, 2013, which covers a full real estate cycle. The first failure

occurred in the last quarter of 2007.7 Failure rates peaked during 2009-2010, and gradually

declined to two bank failures by the fourth quarter of 2013.

Funding conditions had drastically improved by the time the mass of commercial bank

failures started occurring. Figure II shows the time-series variation in the TED spread, a

proxy for aggregate funding conditions in the banking sector.8 That failure rates do not align

intertemporaly with the aggregate funding pressures of 2007-2008, suggests that aggregate

funding reversals – symptomatic of the broader deterioration of funding conditions that

precipitated the crisis (Gorton and Metrick (2012)) – are not likely to have been the primary

cause of these failures.

Differences in funding structures and the nature of policy interventions suggest that

commercial banks may have not been as exposed to funding risk as brokers-dealers were

during the crisis.9 Commercial banks rely primarily on stable core deposits for funding and to

further enhance the resilience of bank deposits, in October 2008 the FDIC deposit insurance

limit was raised to $250,000. Furthermore, during the crisis they had access to lender of

last resort facilities at the Federal Reserve’s discount window and the Term Auction Facility

(TAF), which was implemented in December 2007, provided funds to depository institutions

against a wide range of collateral in a manner that helped the recipient institutions avoid the

6In the Appendix, I show that the results still hold if I include non-receivership exits in the sample.
7Some smaller non-commercial banks that were dropped from the final sample failed before the fourth

quarter of 2007. The general patterns observed in Figure I, however, do not change if I include all banks,
commercial and otherwise.

8Tracking the LIBOR-OIS spread paints a very similar picture of the evolution of aggregate funding
pressures.

9For example, the 2007 annual report of Lehman Brothers shows that repurchase agreements accounted
for 26% of its balance sheet. The corresponding exposure for Citibank N.A. was 0.88%.
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“stigma” effect often associated with discount window borrowing.

B. Evolution of Default Risk

It is instructive to see how default risk evolved across the commercial banking sector during

the various phases of the crisis. Figure III shows, separately for the groups of failed and

survivor banks, the time series variation in the median z-score, a measure of default risk.

The z-score is defined in Equation 1, where ˜ROA is asset returns, with associated mean and

standard deviation µROA and σROA, and CAR is total equity capital divided by total assets.10

A state of insolvency occurs when ˜ROA+CAR < 0. If profits (and hence ˜ROA) are normally

distributed then the z-score is inversely related to the probability of insolvency (Roy (1952)).

zscore =
µROA + CAR

σROA

(1)

Variation in the z-score of survivor banks tracks aggregate levels of bank distress, free of

idiosyncratic shocks that may have affected failed banks only. The z-score of survivor banks

grows until 2007, but then enters a period of decline, with a significant drop in 2009 and signs

of recovery emerging in 2012. This pattern suggests that default risk in the banking sector

was not solely driven by factors idiosyncratic to failed institutions, but was at least partly

due to aggregate shocks that also affected institutions that survived the crisis. Importantly,

this aggregate factor enters in full force after 2008.

Idiosyncratic risk is also present during the run-up to the crisis. Failed banks enter the

crisis with a lower median z-score than survivor banks. In unreported analysis, I find that

this pre-crisis difference is primarily driven by the volatility of asset returns rather than

by differences in profitability and equity buffers. Failed banks’ distance to default shortens

10For each quarter, the mean and standard deviation of asset returns are taken over the 16 quarters up to
and including that quarter. For each year, I plot the median z-score for all quarters for all banks in each
group. I aggregate over the four quarters to avoid over-interpreting variation in the z-score resulting from
seasonal variation in ROA. I plot the median because the z-score is highly skewed. The observed time trends
remain unchanged if I plot the natural logarithm of the z-score instead.
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significantly in 2008, a trend that continues at an accelerating pace as the crisis progresses.

C. Evolution of Real Estate Risk

The collapse of real estate prices generated a persistent shock that adversely impacted bank

balance sheets even after aggregate funding pressures in the banking sector had abated. Figure

IV shows the quarterly evolution of two real estate indices. The dashed line represents the

S&P/Case-Shiller U.S. National Home Price Index that measures shifts in the total value

of all existing single-family housing stock in the U.S. The solid line represents the National

Council of Real Estate Investment Fiduciaries (NCREIF) Property Index that measures the

investment performance of CRE properties acquired in the private market and held in a

fiduciary environment. Both indices peaked prior to the financial crisis and their level dropped

significantly during the crisis.

Real estate markets recovered more slowly than funding markets did. Sights of a recovery

in residential real estate emerged late in 2012, and growth resumed by 2013. CRE prices

recovered faster but went through a significantly more volatile cycle. However, the NCREIF

index may understand both the duration and the severity of the trough in CRE prices, because

this index only includes investment-grade properties and, by construction, has a positive bias

during the downturn.

Though suggestive, aggregate-level fluctuations do not convincingly identify the main

drivers of bank failures. In the remainder of the paper, I rely on the use of bank-level data to

empirically identify these mechanisms.

III. Empirical Methodology

Bank failure is essentially an “initial conditions” problem. A bank’s pre-crisis business model

determines its exposure to various risk factors, which in turn determines the probability that

the bank transitions to a state of failure once the risk materializes during a crisis.
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A commercial bank’s business model can broadly be described by three components: (a)

assets, (b) liabilities, and (c) off-balance sheet commitments. The combined performance

of these three components determines the bank’s profitability, which in turn determines its

overall financial health via its impact on bank capital.

A bank becomes insolvent when its capital buffers are depleted. Bank capital reflects

the net book worth of the bank, and it can be modeled as obeying the law of motion shown

in Equation 2. For each bank i in time period t, capital in the next period is equal to the

stock of capital the bank enters the current period with, plus net adjustments resulting

from the performance of each asset, liability, and off-balance sheet exposure, indexed a, l, f ,

respectively, with stock levels denoted by Assetait, Liabilitylit, and Offfit, and corresponding

nominal net returns Rasset
ait , Rliability

lit , and Roff
fit . The stock of capital may also be affected by

other observable factors and unobservable idiosyncratic shocks, denoted by Otherxit and εit

respectively, and by aggregate shocks denoted by κt.

Capitalit+1 = Capitalit +
∑
a

(Assetait ·Rasset
ait ) +

∑
l

(Liabilitylit ·Rliability
lit )

+
∑
f

(Offfit ·Roff
fit ) +

∑
x

Otherxit + κt + εit

(2)

Using contemporaneous financial variables to fit a model of bank failure during the crisis –

a survival duration model, for example – would introduce simultaneity bias in the estimates.11

Banks actively manage their business models in response to changing economic and financial

conditions and such adjustments are also informed by the banks’ internal assessment of their

own default risk.

To address this concern, the approach typically employed in the literature involves

using cross-sectional variation in banks’ pre-crisis business models to explain cross-sectional

differences in bank performance during the crisis (see, for example, Fahlenbrach and Stulz

11In a panel setting, this source of bias would be exacerbated by the inclusion of bank fixed effects that
would remove cross-sectional variation and rely entirely on potentially endogenous within-bank variation for
identification.
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(2011), Beltratti and Stulz (2012), DeYoung and Torna (2013)). I employ a similar approach

in this paper.

I choose 2005 as the base pre-crisis year and for each bank I average the values of control

and explanatory variables over the four quarters of 2005. I estimate the probit model shown

in Equation 3, where Faili is a binary indicator variable which takes the value of 1 if bank i

was placed under FDIC receivership during 2006-2013,12 I(.) is the indicator function, and Wi

is defined in Equation 4. Note that Equation 4 is a simple two-period version of Equation 2.

Faili = I(Wi < 0) (3)

Wi = βC · Capitali +
∑
a

βA
a · Assetai +

∑
l

βL
l · Liabilityli

+
∑
f

βF
f ·Offfi +

∑
x

βX
x ·Otherxi + κ+ εi

(4)

The empirical estimation rests on the assumption that cross-sectional differences in the

banks’ pre-crisis business models are not driven by adjustments made in anticipation of

the severe stresses that the sector would experience during the crisis. This assumption is

grounded on the following empirical evidence: (1) 2005 was followed by one more year of rapid

credit expansion, (2) the first aggregate strains in the real estate and funding markets were

experienced in 2006 and 2007 respectively, and (3) in my sample there were no commercial

bank failures until the last quarter of 2007. Furthermore, Cheng, Raina and Xiong (2014)

find little evidence that in 2004-2006 midlevel managers in securitized finance were aware of

the impending crash of the U.S. housing bubble. The paper’s main findings are robust to

using either 2004 or 2006 as the base year.

I split banks into two size buckets using a $1 billion threshold applied to the average

total assets of each bank for 2004. Bank size is the dimension most likely to sort out major

12I choose 2013 as the end period because residential real estate markets resumed growth roughly during
that year.
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differences in important unobservables across banks,13 and this split allows me to examine

whether the paper’s main findings are consistent across size categories.

IV. Baseline Business Model

The baseline specification includes a key set of variables that describe the bank’s pre-crisis

business model, including its exposure to funding risk. This model does not explicitly account

for the bank’s exposure to real estate risk. Table I provides definitions.

The model is motivated by the CAMEL indicators employed by bank supervisors to assess

the financial health of banks. The acronym stands for (C)apital adequacy, (A)sset quality,

(M)anagement capability, (E)arnings, and (L)iquidity.

I first decompose the bank’s funding structure into broad categories normally considered in

the literature. I use the bank’s equity capital ratio as a measure of capital adequacy (Berger

and Bouwman (2013))14 and the ratio of core-deposits to assets as a measure of funding

stability (Cornett et al. (2011), Berger and Bouwman (2013)). The coefficients for these

variables should be read in relation to the omitted category of non-core (wholesale) funding.

To account for the liquidity of a bank’s assets, I decompose its asset structure into

three categories: money market instruments, marketable securities, and other illiquid assets.

Estimated effects for these variables should be interpreted in relation to the omitted asset

category of cash (includes reserves), which is the most liquid and least risky asset on the

balance sheet.

Motivated by the literature on drawdown risk, I also include the ratio of unused lines of

credit to total assets.15 Studies show that banks experienced a rapid increase in drawdowns

during the crisis (Ivashina and Scharfstein (2010), Campello et al. (2011), Acharya and Mora

(2015)). Such drawdowns may have significantly increased a bank’s asset risk. Dwyer, Zhang

13See Allen and Saunders (1986) for differences in the costs faced in the federal funds market, Kashyap and
Stein (2000) for differences in the strength of the bank lending channel of transmission of monetary policy.

14The results remain unchanged if I use the Tier 1 leverage ratio, or the Tier 1 risk-based capital ratio.
15I exclude commitments associated with credit cards to avoid skewing the distribution of this variable

towards the few large credit card issuers in the sample.
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and Zhao (2011) show that riskier borrowers tend to utilize a larger portion of their credit

lines, and that defaulted firms draw down more of their lines than non-defaulted ones do,

doing so more heavily as they approach default.

The ratio of NPLs to total loans measures asset quality.16 I proxy for managerial quality

with the bank efficiency ratio that measures the bank’s ability to turn non-financial resources

into income.17 To control for earnings, I include the return on average assets. More profitable

banks should be better placed to absorb losses, by rebuilding their equity buffers from retained

earnings. However, to the extent that high asset returns during the upturn of the cycle may

be reflecting high cash flow risk, they could be associated with a higher probability of failure

during the downturn.

Last, I include a dummy variable indicating whether the bank is member of a bank holding

company (BHC) and the natural logarithm of total assets. BHC membership may help a bank

absorb shocks through the activation of internal capital markets (Campello (2002)). Asset

size can proxy for a number of unobservables, such as opacity and “too big to fail” effects,

but the direction of its net effect is not clear a priori.

A. Pre-crisis Trends and Cross-Sectional Differences

Table II displays difference-in-means tests for the 2001 and 2005 levels of variables describing

the banks’ baseline business models. All variables are winsorized at the 1% and 99% levels.

During the run-up to the crisis banks’ funding fragility increased marginally. Reliance

on core-deposit funding declined by 1.5 and 0.9 percentage points, respectively for small

and large banks. Equity capital declined by 0.4 percentage points across small banks and

increased by 0.6 percentage points for large banks. These figures imply an increase of reliance

on wholesale sources of funds by 1.9 percentage points for small banks, and by a mere 0.3

percentage points for large banks. Large banks are significantly less reliant on core deposits

16I define NPLs as loans past due 90 days or more and still accruing plus loans not accruing, to mitigate
the effect of managerial discretion in reporting losses.

17The ratio decreases in the presence of unproductive overhead, but could also decrease because of higher
expenditures associated with relationship-based banking activities.
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as a source of funding than small banks.

Investment-related shifts are more marked. Banks drew down their liquid asset buffers

– cash, money market instruments, and, in the case of smaller banks, securities – while

increasing their investments in illiquid assets. Exposure to illiquid assets increased by 3.1 and

1.4 percentage points, respectively for small and large banks.

Off-balance sheet exposure to credit commitments also increased during this period, by

2.5 and 3.2 percentage points, respectively for small and large banks.

Failed and survivor banks entered the crisis with business models that differed in a number

of parameters. Table III displays difference-in-means tests for the means of the pre-crisis

(2005) distributions of control variables for failed and survivor banks.

Consistently across size categories, failed banks are less likely to be members of a BHC,

rely less on core-deposit funding, and hold less cash. Failed banks also have thinner capital

buffers, invest more in money market instruments, hold smaller securities portfolios and more

illiquid assets; these differences, however, are statistically significant only in the subsample of

small banks.

Interestingly, on metrics of performance such as the return on assets, efficiency, and NPL

rates, survivor banks do not outperform failed banks prior to the crisis.

B. Probit Estimates

To identify the independent effect of each variable on the probability of failure, I estimate

the binary probit model described earlier in Equation 3. The results are shown in columns

(1) and (3) of Table IV, for small and large banks respectively. The reported coefficients

are average marginal effects (AMEs) and are interpreted as the percentage point increase

in the average probability of failure for a 1 percentage point increase in the value of the

corresponding covariate.

Pre-crisis profitability and non-preforming loan rates are not strongly related to bank

default during the crisis. High pre-crisis profitability may have been the result of risk
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underpricing. And the very low pre-crisis NPL rates are not likely to be informative about

the order of magnitude increase in NPL rates that banks experienced during the crisis.

The main result is that high pre-crisis reliance on stable sources of funding - core deposits

and equity capital - is associated with a lower probability of failure. The following sections

will show that failed banks’ main source of distress during the crisis was underpriced cash flow

risk stemming from their pre-crisis investment choices in real estate. Funding risk mattered

less and served primarily as a vehicle for pricing bank-specific asset risk.

V. The Real Estate Story

To examine the extent to which a bank’s pre-crisis exposure to the real estate sector impacted

its probability of failure during the crisis, I introduce variables that capture the composition

into real estate products of a bank’s (1) illiquid assets, (2) marketable securities, and (3)

off-balance sheet credit line portfolios. All variables are normalized by total assets. I posit

that pre-crisis choices that increased the exposure of each of these three portfolios to real

estate products increased the probability of bank failure during the crisis.

A. Introducing Real Estate Risk to the Baseline Model

I opt for a formulation that allows me to interpret the coefficients of the real estate variables

as within-portfolio substitution effects. These effects reflect portfolio allocation decisions by

banks more closely than effects corresponding to models where the substitution is between a

real estate product and the omitted category of cash.

To obtain substitution effects, in introducing the real estate variables in each of the illiquid

assets, marketable securities, and credit line portfolios, I retain the base variables that describe

the bank’s total exposure to each portfolio. I can therefore read the coefficients on real estate

variables as the marginal effect on the probability of failure of substituting a unit of a real

estate product for a representative bundle of residual non-real estate products in the relevant
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portfolio. For example, if we let the estimated coefficient on traditional home mortgage loans

be denoted by β, then increasing the pre-crisis exposure to traditional home mortgages by the

equivalent of 1% of total assets, while at the same time decreasing the exposure to non-real

estate illiquid assets by the same amount, would increase the probability of failure during the

crisis by β%.

In the illiquid assets portfolio I include three types of real estate loans: (1) traditional

home mortgages, (2) home equity loans, and (3) real estate loans to non-household borrowers.

The first category captures traditional mortgage loans to households. The second category

involves household real estate loans collateralized by the equity that the borrower already

holds on their property.

The third category is a broad category that includes all other real estate loans, such as

investment-type loans secured by multifamily properties, loans for commercial real estate

properties, construction, and land development projects, etc. These loans are distinctly

different from traditional home mortgages. They are harder to diversify and their cash flow

risk is assessed along a more complex set of dimensions, such as rental income potential and

experience in managing multifamily properties. I therefore lump these loans together in one

category that may yield a narrative that is distinct from that of home-mortgage risk.

To control for real estate risk in the bank’s portfolio of marketable securities, I include the

holdings of (1) agency MBS and (2) private-label MBS. Agency MBS are issued or guaranteed

by government-sponsored enterprises (GSEs), such as Ginnie Mae, Fannie Mae and Freddie

Mac, and must conform to a set of standards that are put in place to cup the risk-profile of

the underlying home mortgages. Furthermore, GSEs enjoy an implicit government guarantee

that is typically priced into agency MBS. Private-label MBS on the other hand, are issued by

private parties, are subject to less stringent underwriting requirements, and are the primary

securitization vehicle for subprime mortgages and CRE loans.18

The last potential source of real estate risk I consider resides within the off-balance sheet

18Prior to the crisis, securitizations of loans with multifamily property collateral were also predominantly
private-label, but agency activity in this market has increased post crisis.
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credit line portfolio. During the crisis, the drawdown risks identified in Dwyer, Zhang and

Zhao (2011) may have been particularly pronounced for lines of credit extended to real-estate

borrowers. To test this hypothesis, I include two variables capturing exposure (1) to household

real estate borrowers through home equity lines of credit (HELOCs), and (2) to non-household

real estate borrowers.

Even though this formulation separately accounts for home equity loans and HELOCs,

their coefficients cannot be meaningfully interpreted econometrically. The cross-sectional

correlation between these two exposures is very high, raising concerns about multicollinearity.

From an economic standpoint, home equity credit serves as a substitute for a wide array

of credit products – such as small business and student loans – and its performance can be

subject to a set of influences that extend beyond exogenous stresses in real estate markets.

In unreported tests, I find that removing exposure to HELOCs from the list of explanatory

variables, to mitigate the impact of collinearity on the estimates, has no significant effect on

the coefficients of the main explanatory variables. And the net effect of home equity credit

is economically marginal. Nonetheless, for the remainder of the analysis I retain these two

control variables to ensure that the omitted category of each portfolio – in relation to which

the main effects will be interpreted – is free from real estate risk.

B. Pre-crisis Trends and Cross-Sectional Differences

I first ask whether amid heightened levels of activity in real estate markets banks grew their

own exposure to real estate. Table V shows difference-in-means tests for the banks’ exposure

to each real estate product in 2001 and 2005. For completeness, I also report results for the

residual non-real estate part of each portfolio.

Commercial banks moved towards a more real estate-focused model primarily by using

their on- and off- balance sheet capacity to fund non-household real estate credit. The

increase was partly accommodated by shedding exposure to mortgage credit – traditional

home mortgages and for small banks agency MBS – and to non-real estate loans. Increases in
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home equity loans and private-label MBS were comparatively smaller.

By 2005, failed and survivor banks’ balance sheets differed substantially in their exposure

to non-household real estate risk (Table VI). The average difference in exposure to non-

household real estate loans between failed and survivor banks was 19.6% and 16.7% of total

assets, respectively for small and large banks. For credit lines extended to non-household real

estate borrowers the differences were smaller but economically significant at 6.4% and 4.8%

for small and large banks, respectively. Remarkably, by 2005 the banks that ended up failing

during the crisis had roughly half of their assets invested in non-household real estate credit.

The data do not reveal increased exposure to home mortgage credit by failed banks.

Regardless of bank size, failed banks had lower exposure to traditional home mortgages

and agency MBS than survivor banks did, although for large banks the differences are not

statistically significant.

C. Probit Estimates

The difference-in-means tests suggest that exposure to non-household real estate credit may

have precipitated bank failures during the Great Recession. To test this hypothesis more

rigorously, I re-estimate the baseline probit model presented in Section IV, now augmented to

include the real estate portfolio composition variables discussed above. Columns (2) and (4)

of Table IV report the estimated coefficients for small and large banks, respectively. For the

reasons outlined earlier, coefficients for home equity loans and lines of credit are reported

with no further discussion.

The real estate risk that mattered most for bank failures was primarily non-household.

Credit to non-household real estate borrowers (both loans and credit lines) increased the

probability of failure over and above the base effect of non-real estate exposures in the

corresponding portfolios. Neither exposure to traditional home mortgages nor to agency

MBS increased the probability of failure, and the effect of holdings of private-label MBS was
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confined to larger banks.19. The pseudo-R2 values, reported at the bottom row of Table IV,

suggest that accounting for real estate risk yields a substantial improvement in fit from the

baseline model (columns (1) and (3)), particularly for large banks.

Stable sources of funding, such as core deposits and equity capital, maintain their positive

effect on bank resilience. This raises the question of which aspect of banks’ pre-crisis business

model was more influential in determining the probability of failure during the crisis.

VI. Pecking Order of Risk Drivers

I perform a counterfactual exercise that asks how the aggregate probability of failure would

have decreased had banks entered the crisis with lower exposure to each source of risk. The

exercise uses (1) the pre-crisis distributional properties of each variable, to discipline the

magnitude of the reduction in exposure, and (2) the estimated workhorse model to project

the resulting effect of each exposure reduction on the aggregate probability of failure.

More concretely, for each variable that raised a bank’s probability of failure (eg, exposure

to non-household real estate credit) I decrease each bank’s 2005 level down to the bottom

quartile of the cross-sectional distribution for that year and bank size category. For variables

that decreased the probability of failure (eg, core-deposit funding), I increase each bank’s 2005

level up to the top quartile of the corresponding distribution. I do not change the total size

of each portfolio or the total size of the liability structure of the bank, in order to estimate

substitution effects.

I then use the estimated model parameters shown in columns (2) and (4) of Table IV to

estimate the resulting change in the probability of failure predicted by the model, averaged

across all banks in the sample. I perform this exercise separately for the subsamples of small

and large banks. The results are shown in Table VII.

For both small and large banks, reductions in exposure to loans and credit lines to

non-household real estate borrowers would have had the most significant impact on their

19This is likely a result of the limited exposure that small banks had to this asset category (Table VI)
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probability of survival. Respectively for these two products, the average probability of failure

would have declined by 5 and 3 percentage points for small banks, and by 7 and 4 percentage

points for large banks. A reduction in exposure to private-label MBS would have affected

large banks only, resulting in a decrease in the average probability of failure of 2 percentage

points. Given the actual loss rates in the sample – 7 and 10 percentage points for small and

large banks, respectively – the impact of real estate risk is economically significant. The

results also show that even if the estimated effects of agency MBS and traditional home

mortgages were statistically significant, their economic impact would have been minimal.

Although nontrivial, the effect of reliance on stable sources of funds is of secondary

importance compared to the main effect of non-household real estate risk. Substituting

core-deposit or equity capital for wholesale funding would have resulted in a decrease in the

aggregate probability of failure equal to 2 and 1 percentage points respectively for small banks

and 3 and 2 percentage points for large banks.

VII. Robustness Tests

The results in the previous section provide empirical support for the central thesis of this

paper: exposure to non-household real estate credit was the primary driver of U.S. commercial

bank failures during the Great Recession. In this section, I subject this finding to a series of

tests that demonstrate its robustness against a number of alternative hypotheses.

A. Local Economic Conditions

Local economic conditions impacted bank failures during the Great Recession (Aubuchon and

Wheelock (2010)). A concern is that the results presented thus far may reflect a correlation

between a bank’s choice of product mix and its exposure to local economic shocks.

The paper’s results are not driven by small, geographically non-diversified banks. The

sample excludes small banks with asset size less than $50 million, which are the most likely to
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be geographically non-diversified, and the main results hold for the subsample of large banks

with asset size greater than $1 billion, which are the most likely to be widely geographically

diversified. Nonetheless, it may still be possible that cross-sectional differences in geographical

diversification patterns, and therefore in exposure to local economic shocks, correlate with

differences in loan product choices.

I address these concerns by employing a host of proxies designed to capture bank-specific

levels of exposure to local economic shocks. Though imperfect, these proxies should perform

well in absorbing the first-order effects of local economic conditions on the financial health

of banks. To the extent that bank failures may also impact local economic conditions, the

resulting estimates would be lower bounds to the true effect of real estate risk on bank failure.

I construct three county-level measures of local economic shocks that capture, respectively,

the rate of decline in per capita income (source: Bureau of Economic analysis), the percentage

point increase in unemployment rates (source: Bureau of Labor Statistics), and the rate of

decline in house prices (source: Federal Housing Finance Agency). All proxies are measured at

the county level and the rates are annualized over the 2006-2009 period. Ending the window

in 2009 strikes a balance between relying on variation in economic conditions that is plausibly

exogenous to the (lagged) effects of bank failure, and ensuring that the time window extends

enough into the crisis to absorb some of the sharpest cross-sectional shocks.20

I then use data from FDIC’s Summary of Deposits to create for each bank a weighted

average of its exposure to each economic shock (three variables), using as weights the proportion

of the bank’s total deposits that are held in each county prior to the crisis. The construction

is shown below, where θi is a proxy for bank i’s exposure to economic shock ε, dij is the

portion of total deposits of bank i that are held in county j and εj is the size of the economic

shock in county j.

θi =
∑
j

dijεj (5)

20In unreported regressions, I find that the results hold if use the values of county-level controls annualised
over the entire 2006-2013 period.
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I rely on the 2005 distribution of deposits to get a more complete picture of the counties in

which the bank’s loans originated. The geography of deposits ignores branch-driven financial

integration (Gilje, Loutskina and Strahan (2016)), larger lenders’ ability to extend credit in

counties in which they do not have a large physical footprint, and the purchase of loans from

other originators. Nonetheless, deposit-weighted shocks should be good overall proxies for a

bank’s exposure to local economic conditions.

The results are shown in columns (2)-(5) and (8)-(11) of Table VIII, for small and large

banks respectively. Columns (1) and (7) show the coefficient on the workhorse real estate

model for reference. In columns (2) and (8) I add to the workhorse model the change in local

income, in columns (3) and (9) the change in unemployment rates, in columns (4) and (10)

the change in HPI, and in columns (5) and (11) all three proxies at the same time. In all

cases, the results are similar to the ones obtained from the workhorse model.

I employ an additional approach where I saturate the main specification with state fixed

effects that for a given bank are set to 1 if the bank has one or more branches located in that

state. The results are shown in columns (6) and (12), and are similar to those obtained for

the main specification. One noticeable difference is that in the subsample of larger banks the

coefficients experience large swings in magnitude, possibly a result of sample attrition that

significantly reduces the sample size in relation to the number of fixed effects to be estimated,

and makes the estimated coefficients unstable.21

B. Government Interventions and Non-Receivership Exits

Policy interventions during the crisis may have distorted the true picture of bank failures by

providing lifelines to fundamentally insolvent banks that would have failed absent government

support. There is evidence, for example, of both regulatory inconsistency in bank supervision

(Agarwal et al. (2014)) and of factors unrelated to bank fundamentals influencing a state’s or

a regulator’s decision to intervene during a banking crisis (Acharya and Yorulmazer (2007),

21The estimator drops a number of banks whose survival can be predicted perfectly by the fixed effects.
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Brown and Din (2009), Duchin and Sosyura (2012)).

The definition of bank failure I employ, which identifies as failed institutions only banks

that were placed under FDIC receivership, may therefore introduce biases by construction. In

the context of my empirical strategy, bias in the coefficients of interest would arise if both of

the following two conditions hold: (1) a policy intervention correlates with a bank’s exposure

to real estate credit, and (2) the correlation is due to factors unrelated to fundamental

insolvency. Political connections, for example, would not satisfy the first condition.

An important intervention during the 2007-08 crisis in the U.S. was the Capital Purchase

Program (CPP) that was announced as part of the Troubled Asset Relief Program (TARP)

and was “launched to stabilize the financial system by providing capital to viable financial

institutions of all sizes throughout the nation”.22 The Treasury’s stated policy was to make

program participation contingent on the bank’s classification ranking that employed formal

supervisory ratings and favored institutions with strong fundamentals.

Empirical evidence suggests that, on average, CPP-participation did not indicate fun-

damental insolvency (Ng, Vasvari and Wittenberg-Moerman (forthcoming), Bayazitova and

Shivdasani (2012)). Importantly, Bayazitova and Shivdasani (2012) do not find that exposure

to real estate was related to the likelihood of approval of a CPP application.

I nonetheless test whether the main results hold if I drop from my sample (a) all banks

that received assistance from the CPP directly, and (b) banks whose parent BHC received

assistance from the CPP. I obtain CPP participation data from the U.S. Treasury’s CPP

transaction report.23 The results are shown in columns (2) and (5) of Table IX and are

qualitatively similar to the main results shown in columns (1) and (4). Some differences in

22In February 2009, the Treasury also announced the Capital Assistance Program (CAP) that, based on
the results of a stress test, would provide capital assistance to the bank if the required capital could not be
raised privately. CAP closed in November 2009, without making any investments.

23The dataset contains 737 transactions that took place between October 28, 2008 and December 29, 2009,
corresponding to 705 unique institutions. I drop from the list of TARP recipients the eight banks which were
forced to participate in the CPP in October 2008 and match the remaining CPP participants with call report
data. Some TARP participants are Thrift Holding Companies which file different call reports, and others are
dropped from the sample as a result of the data selection process described in Section 3. In the resulting
subsamples of small and large banks, I have 370 and 118 TARP participants respectively.
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the magnitude of coefficients in the subsample of large banks are owing to the significant

reduction in sample size resulting from the exclusion of CPP-participants.

To address any residual concerns about the influence of regulatory discretion on bank

failure outcomes, I estimate the workhorse model by relying on a definition of bank failure that

employs a capital-based rule that has less scope for contamination by regulatory discretion.

More specifically, for each bank I find the minimum Tier 1 leverage ratio reported during the

period 2006–2013. I then define as failed any bank with a minimum Tier 1 leverage ratio below

a predefined threshold. I use a range of thresholds, ranging from 1% to 4% in 1 percentage

point increments. This measure may under-represent failures, in cases where the scope for

underreporting losses is higher – eg, for banks with significant holdings of non-performing

assets in opaque markets with no readily available price information.

The coefficients are shown in Table AI in the Appendix, and they confirm that the main

results are not driven by potential biases arising from regulatory discretion. The results for

private-label MBS now vanish, possibly a result of the reporting biases discussed above.

A related concern is that banks that exited the sample without having been reported as

failed by FDIC, perhaps due to a merger, are instances of bank failure that are not included in

my sample.24 Though possible for some institutions, it is not clear that all merged entities were

insolvent. For example, the strategy of acquiring an insolvent institution prior to receivership

does not unconditionally dominate a post-receivership strategy of acquiring deposits and

selected assets under loss-sharing agreements with the FDIC.

To address this concern I reestimate the main effects on a sample that also includes banks

that exited without having been reported as failed by FDIC. I first define failure as FDIC

receivership, which treats non-receivership exits as non-failures. I then rely on the series of

capital-based rules described earlier to create progressively stricter failure rules that do not

depend on FDIC receivership. The results are shown in Table AII and are very similar to the

ones shown in the main sample that excludes non-receivership exits.

24For non-failed banks, sample construction requires the bank to submit a call report in 2013.
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C. Income Mix

I also test whether the effects of the product mix on bank failure are merely driven by

correlations with the income mix of the banks, which DeYoung and Torna (2013) show to

also have affected bank distress.25 I include the ratios of stakeholder income, fee-for-service

income, traditional fee income, and net interest income to total income as additional control

variables, all variables defined as in DeYoung and Torna (2013).

The results are shown in columns (3) and (6) of Table IX. The main effects are virtually

identical to those in the reference model, with only the coefficient of private-label MBS in the

subsample of large banks dropping its statistical significance to the 17% level.

D. Other Robustness Tests

The results are not driven by correlations between on-balance sheet exposure to non-household

real estate credit and off-balance sheet exposure to asset-backed commercial paper conduits

(Acharya, Schnabl and Suarez (2013)). Accounting for large banks’ liquidity and credit

enhancements provided to asset-backed commercial paper (ABCP) conduits has no effect

on the main coefficients (column (7) of Table IX). Neither are the coefficients affected by

dropping the 10 largest banks to account for possible ”too-big-too-fail” effects (column (8)).

The main effects are not a byproduct of possible non-linearities associated with the lack

of common support among the control variables. Using propensity score matching, I create

subsamples of survivor banks that match failed banks on all characteristics used in the main

specification, except for the degree of exposure to real estate products in each portfolio (Table

AIII). Estimates on the matched samples retain the direction and statistical significance of

the main results, though the magnitude of the effects increases appreciably (Table AIV).

The results are also robust to the choice of pre-crisis year (Table AV). In further, unreported,

25DeYoung and Torna (2013) identify the effect of income mix choices on bank distress for distressed banks
close to failure. In this paper I examine the presence of an effect across all banks viewed at a certain horizon
from failure.
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tests I find that the estimates remain unchanged after controlling for the value of mortgage

servicing assets that are part of a bank’s intangible assets. Last, estimating the main model

with a linear ordinary least squares (OLS) estimator, yields estimates that are strongly

statistically significant and of similar order of magnitude as the AMEs obtained from the

non-linear estimator.

VIII. The Operation of Risk Channels

This section examines the operation of risk channels during the crisis.

A. Drivers of Risk

Though identifying the drivers of banks’ risk-taking behaviour in non-household real estate

markets extends beyond the scope of this work I contain the search space by ruling out some

plausible explanations.

I first examine whether non-household real estate risk was merely a manifestation of a

bank’s broader risk-taking culture. If it was, then failed banks’ insolvency might have been

driven by a general risk-taking channel, rather than by one specific to non-household real

estate.

To test this hypothesis, I include a bank’s pre-crisis distance to default – its z-score in log

form – as a measure of its overall risk-taking level (Laeven and Levine (2009)). The results

are shown in columns (2) and (6) in Table X. Banks with higher pre-crisis distance to default

were less likely to fail during the crisis. However, this aggregate risk-channel does not explain

away the effect of non-household real estate risk and contributes only marginally to fit.

I then test whether non-household real estate risk reflected a bank’s overall risk-taking

in growth markets. In this particular episode these would be credit markets for real estate

borrowers, household or otherwise.

To test this hypothesis, I construct a bank-specific proxy for the average risk in all
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mortgage loans originated by the bank during the 2001-2005 period.26 I obtain mortgage loan

origination data from the Home Mortgage Disclosure Act (HMDA) and proxy for borrower

risk with the loan-to-income (LTI) ratio, a standard measure of a borrower’s debt servicing

capacity.27 I then estimate the benchmark real estate model including this new variable as a

control (columns (3) and (7) of Table X). Although catering to riskier mortgage borrowers

prior to the crisis increases the probability of failure during the crisis, the main effect of

non-household real estate credit remains unchanged. Simultaneously controlling for both

overall risk and mortgage-related risk yields similar results (columns 4 and 8).

The empirical analysis in the following subsections examines how the various risk drivers

became operational during the crisis. The analysis considers both asset-side (investment) and

liability-side (funding) risks, and examines the presence of both aggregate and idiosyncratic

channels of risk propagation. An aggregate channel operates via variation in shocks across

products that is unrelated to the identity of the bank investing in the products. For example,

some products performed worse than others in the crisis regardless of whether a surviror or

failed bank had invested in them; failed banks may have invested more in this product. An

idiosyncratic channel may still be product-specific but operates via variation in shocks across

banks. For example, for any given product failed banks may have invested in the wrong tail

of the corresponding risk distribution.

B. Default Rates on Real Estate Loans

Cash flow risk on the asset side stems from banks’ investment choices. I use the non-performing

loan (NPL) rate as a measure of performance for the different loan portfolios, and plot quarterly

averages for the period 2004-2013 for the three real estate loan categories. For reference, I

also plot NPL rates for non-real estate loans.28 The plots are shown in Figure V.

26The results remain unchanged if I only use the loans that were originated by the lender but not sold to
other intermediaries, or if I only use 2005 originations.

27Incomplete merging between the Call Reports and HMDA results in significant sample attrition, particularly
for smaller banks.

28The results remain unchanged if I exclude leases from the reference category of non-real estate loans.
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The trajectory of NPL rates for the surviving banks – panels (a) and (b) for small and

large banks, respectively – reveals the aggregate component of the crisis. Across real estate

loan categories, NPL rates peaked during the 2010-2011 period, and were significantly higher

than those of non-real estate loans. NPL rates for home equity loans were possibly moderated

by the fact that during the crisis a significant portion of home equity loans were still within

their draw period.29 Large banks experienced higher NPL rates than small banks.

This aggregate channel affected the solvency of failed banks, because they invested more

heavily in the worst performing category: real estate loans to non-household borrowers. NPL

rates for traditional home mortgages were also high, but on the margin this was not the

main determinant of banks’ solvency. As shown earlier, failed banks were less exposed to this

product than survivor banks. It is also possible that banks may have adequately allocated

capital ex-ante to absorb unexpected losses on traditional home mortgages.30

The graphs also point to the presence of a bank-specific loss channel. Panels (c) and (d)

display average NPL rates for small and large failed banks, respectively. On average, the

real estate loan portfolios of failed banks performed significantly worse than those of survivor

banks; at their peak, the NPL rates of failed banks were roughly 3-5 times larger than those

of survivor banks. In the subsample of large failed banks these trends become less clear as we

move deeper into the crisis, because of sample attrition due to bank failures.

I test whether the real estate loan portfolios of failed banks consistently underperformed

those of survivor banks during the crisis. To do so, I estimate the following OLS regression:

Performanceikt = γkT · Failedi + δkT · Econi + uikt (6)

Performanceikt is the NPL rate for bank i’s portfolio of loan product k in year-quarter t.

Failedi is a dummy variable indicating whether the bank failed during the crisis. Econi is a

29During the draw period, the borrower on a home equity loan is making only interest payments and the
loan is not on a full amortization schedule, the sudden commencement of which could could result in a default.

30Unfortunately, the pre-crisis call reports do not contain the per-unit-of-exposure capital allocations that
would have been needed to test this hypothesis.
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vector of variables that capture the bank’s exposure to local economic shocks to employment,

income, and housing prices, derived from the 2005 county-level distribution of banks’ branches

and the aggregate 2006-2009 shifts in local economic conditions, to mitigate the impact of

simultaneity bias (as discussed in Section VII). γkT allow for the sensitivity of banks to local

economic conditions to vary across products and years. δkT estimate idiosyncratic differences

in performance for product k in year T . I estimate the model separately for each loan product

and each year, relying on four quarters of data and clustering standard errors at the bank

level to account for serial correlation in the error terms over the reporting quarters.

The results are shown in Panels A and B of Table XI, respectively for small and large

banks. Differences in loan performance are not consistently present in the years immediately

prior to the crisis. After 2007, however, failed banks report significantly higher NPL rates on

their real estate loans than survivor banks do, and the differences are consistent across time,

bank size, and loan categories. The largest differences are for non-household real estate loans.

No similarly consistent patterns emerge for non-real estate loans. This further strengthens

the hypothesis that differences in NPL rates between failed and survivor banks cannot be

attributed to unobserved factors that would have influenced loan performance equally across

loan categories, such as for example a “random draw” mechanism whereby failed banks just

happened to draw loans from the wrong tail of the risk distribution.

C. Interest Returns on Real Estate Loans

I then examine whether banks’ ex-ante pricing behavior was consistent with ex-post loan

performance. I proxy for loan pricing with interest returns. For the period I examine, the

call reports do not provide data on interest income that are disaggregated down to the three

different real estate loan categories. I therefore plot returns for the banks’ aggregate real

estate and non-real estate portfolios (Figure VI).

Real estate risk was on average underpriced ex-ante. Real estate loans interest returns

that are consistently lower than the corresponding returns on non-real estate loans. This is in
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contrast to their significantly higher NPL rates during the crisis. The spread is maintained

during the crisis, likely a result of the significant increase in the NPL rates of real estate loans,

which reduce the proportion of interest-generating loans in the portfolio.31

Idiosyncratic differences in NPL rates between failed and survivor banks’ real estate

portfolios were priced in the correct direction ex-ante but not fully. This is shown in Panels

C and D of Table XI, where Equation 6 is estimated on interest returns. Because of the

earlier-mentioned lack of disaggregated interest income data, it is not possible to ascertain

whether the risk component that was priced was the aggregate one (higher portfolio exposure

to non-household real estate) or the idiosyncratic one (lower loan quality in each category).

Nonetheless, it is clear that the ex-ante pricing spread is significantly lower than the ex-post

NPL spread shown earlier. Differences in interest returns naturally reverse during the crisis,

because of the significant reduction in interest-generating loans in failed banks’ loan portfolios.

D. Mark-to-market losses on MBS Securities

Book losses on the banks’ security portfolios also differed across banks and security types. I

use the difference between the fair and amortised cost value of securities, divided by their

amortised cost value as a measure of portfolio performance. This metric gives a sense for

potential capital gains/losses per unit of exposure, were a bank to liquidate its securities.

Regardless of bank size, private-label MBS significantly underperform the baseline group of

non-MBS securities during the crisis (Figure VII). Agency MBS on the other hand, outperform

the baseline non-MBS portfolio during the crisis. This is not a surprising result, given the

agency and (implicit) government guarantees associated with the underlying assets, and the

series of Treasury and Federal Reserve interventions that aimed to support the market for

agency MBS during the crisis.

Tests for level differences (Equation 6) point to the relative underperformance of securities

held by failed banks (Panels E and F of Table XI). For the agency MBS and non-MBS

31I compute returns over the aggregate stock of loans to maintain consistency in the denominator of NPL
rates and interest returns.
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portfolios, the differences are identified strongly. For private-label MBS on the other hand,

differences are less robustly identified. This could be a result of the small number of banks

with non-zero holdings of private-label MBS, but could also be driven by reporting biases.32

E. Pre-Crisis Growth and Asset Performance

Studies show that the rapid growth of the real estate sector prior to the crisis resulted in a

relaxation of lending standards (see, for example, Mian and Sufi (2009)). In my sample, failed

banks did indeed increase their exposure to both loans and commitments to non-household

real estate borrowers at a more rapid pace than survivor banks did during the run-up to

the crisis (Table AVI in the Appendix). This pattern does not extend to traditional home

mortgages, agency MBS, and private-label MBS.33

Rapid growth into real estate, however, does not explain differences in on-balance sheet

asset performance. I focus on a subsample of survivor banks that grew their exposure to real

estate risk significantly during the run-up to the crisis and find that their assets outperform

those of failed banks, with level differences similar to the ones presented earlier (Table AVII).34

F. Funding Risk

Had aggregate funding pressures been the main channel via which funding risk affected bank

failures, the effect of funding composition should have been more pronounced in the early

failures when aggregate funding pressures were at their highest (Figure II). On the other

32The reported fair value of securities could be affected by positive bias, generated by banks attempting
to conceal the true extent of the decline in asset quality or responding to price pressures that they deemed
unrelated to fundamentals. The scope for reporting bias should be larger for (a) private-label MBS, the
pricing of which relies more heavily on private information, (b) banks more heavily exposed to private-label
MBS (eg., large banks) and (c) failing banks which, in the presence of shrinking capital buffers, faced an
increasingly higher marginal benefit of inflating the fair value of their securities holdings.

33One caveat is that because of data limitations I can only measure growth in exposures held on-balance
sheet – or off-balance sheet in the case of credit lines – but cannot take account of originations that the banks
distributed through the securitization channel.

34To obtain the subsample of “high growth” survivor banks, for each product category and bank size bucket,
I retain only survivor banks whose increase in exposure from 2001 to 2005 was at least as large as the average
increase in exposure of the corresponding group of failed banks.
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hand, had funding risk affected bank failures via the pricing of bank-specific asset risk, its

effect should have been more pronounced in the later failures when aggregate NPL rates, and

therefore asset risk, were at their peak (Figure V).

To test this hypothesis, I re-estimate the main model examining separately early and

later failures. I first estimate the model by defining as failed banks those that were placed

under FDIC receivership between January 1, 2006 and December 31, 2009 and excluding from

the sample later failures. I then estimate the model by defining as failed banks those that

were placed under FDIC receivership between January 1, 2010 and December 31, 2013 and

excluding from the sample earlier failures.

The results are shown in Table XII. The effect of core-deposit funding is smaller for the

early failures. This corroborates the aggregate time-series evidence presented earlier, which

suggests that aggregate funding pressures did not drive bank failures.

I use micro-level data on banks’ funding costs to perform a more granular decomposition

of the funding channel. I define the cost of funds as the annualized quarterly interest expense

attributed to a particular source of funds, divided by the quarterly stock of the corresponding

source of funds on the bank’s balance sheet.35 One caveat is that as the crisis progressed banks

endogenously adjusted their funding mix towards the cheaper sources of funds. Given these

endogenous adjustments to banks’ funding mix, inferring funding prices from funding costs

may result in negative bias in the price of the more expensive source of liabilities, non-core

funding.

Figure VIII shows the time-series variation in funding costs for the banks’ two major

sources of debt capital: core-deposits and non-core liabilities. Three observations stand out.

First, as expected, core deposits enjoy a cost advantage over non-core sources of funds. Second,

35The FDIC limit for insured deposits was raised from $100,000 to $250,000 on October 3, 2008 and was
kept at that level thereafter. Although call reports contain information about the stock of time deposits at
both the $100,000 and $250,000 thresholds, the corresponding interest expense entries are only reported at
the $100,000 threshold. Therefore, after the third quarter of 2008 in computing the funding costs of insured
time deposits (a component of core deposits) I necessarily only include insured deposits less than $100,000.
This results in insured time deposits between $100,000 and $250,000 being included in non-core liabilities,
which likely introduces negative bias in the estimation of non-core liability costs.
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the overall intertemporal patterns for both sources of funds follow those of the TED-spread

shown in Figure II, with funding costs surging in 2007-08 but decreasing sharply after 2008.

In unreported tests I find that by the end of 2008 for both failed and survivor banks funding

costs had declined to 2006 levels but the pace of decline was slower for failed banks. Third,

after 2008 the spread in funding costs between failed and survivor banks does not widen as

substantially as the spread in NPL rates shown in Figure V did.

Panels (a) and (b) of Table XIII, test for the presence of a statistically significant spread

in funding costs between failed and survivor banks, after controlling for the impact of local

economic conditions as in Equation 6. With the exception of non-core liabilities for large

banks, a positive spread is present even prior to the crisis. During the funding phase of the

crisis, the spread widens substantially, across both sources of funds and both size categories,

and remains at elevated levels after 2008. Compared to its pre-crisis levels, the spread appears

to widen more substantially for non-core liabilities, suggesting more aggressive repricing of

risk by providers of non-core funds.

That the spread remains elevated after 2008, at a time when aggregate funding pressures

had abated, indicates that differences in funding costs between failed and survivor banks

during this period are likely driven by idiosyncratic rather than by aggregate factors. Panels

(c) and (d) show that after controlling for the bank’s solvency and asset quality – as proxied

by the ratio of total equity to assets and the ratio of non-performing loans to assets – the

spread narrows and returns to pre-crisis levels by 2009. This result is consistent with the

disciplining role of bank liability holders (Flannery (1998), Acharya and Mora (2015), Egan,

Hortasu and Matvos (2017), and with the limited impact of bouts of aggregate illiquidity on

bank solvency in earlier crises (Calomiris and Mason (2003b)).
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IX. Conclusion

This paper asks which aspects of commercial banks’ business models made them the most

vulnerable to the deteriorating financial and economic conditions experienced during the Great

Recession. Drawing from existing work, I focus on fragile funding structures and exposure to

the real estate sector as the primary sources of bank fragility during this episode.

I first show that during the run-up to the crisis both failed and survivor banks increased

their exposure to non-household real estate credit, but not to traditional real estate products

such as home mortgage loans and agency MBS. Banks that subsequently failed entered the

crisis significantly more exposed to non-household real estate products than survivor banks

did. Funding structures, by contrast, changed marginally during the same period.

Consistent with these pre-crisis trends, regression estimates show that exposure to non-

household real estate borrowers was the main driver of bank failures during the crisis. The

impact of fragile funding structures was of second order importance, and that of traditional

home mortgages and agency MBS was marginal.

Though the source of banks’ risk-taking in non-household real estate credit cannot be

inferred from this paper’s findings, I limit the search space by showing that it is not a mere

byproduct of banks’ aggregate risk-taking behaviour or their risk-taking in household mortgage

markets.

I then examine the operation of risk channels at the micro level. I find that failed banks

invested more in product categories with a high aggregate risk component and their investment

within each product category also carried higher idiosyncratic risk. Interestingly, idiosyncratic

difference in asset quality cannot be explained solely by the more rapid pace at which failed

banks expanded into real estate during the pre-crisis period.

Ex-post differences in aggregate risk between real estate and non-real estate credit were not

priced in the right direction by either survivor banks or failed banks. Failed banks, however,

did price their real estate portfolios as higher risk than those of survivor banks.
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Funding fragility’s influence on failure rates did not enter through an aggregate funding

pressure channel. Rather, providers of non-core funds repriced risk more aggressively during

and after the funding crisis. Post-2008 funding cost spreads reflect differences in bank solvency

risk rather than shifts in aggregate factors unrelated to fundamentals.



40

References

Acharya, Viral, and Tanju Yorulmazer. 2007. “Too many to fail–An analysis of time-

inconsistency in bank closure policies.” Journal of Financial Intermediation, 16(1): 1–31.

Acharya, Viral V., and Nada Mora. 2015. “A Crisis of Banks as Liquidity Providers.”

Journal of Finance, 70(1): 1–43.

Acharya, Viral V., Philipp Schnabl, and Gustavo Suarez. 2013. “Securitization with-

out risk transfer.” Journal of Financial Economics, 107(3): 515–536.

Adrian, Tobias, and Hyun Song Shin. 2009. “Money, Liquidity, and Monetary Policy.”

American Economic Review, 99(2): 600–605.

Agarwal, Sumit, David Lucca, Amit Seru, and Francesco Trebbi. 2014. “Inconsistent

Regulators: Evidence from Banking.” The Quarterly Journal of Economics, 129(2): 889–938.

Allen, Linda, and Anthony Saunders. 1986. “The large-small bank dichotomy in the

federal funds market.” Journal of Banking & Finance, 10(2): 219–230.

Antoniades, Adonis. 2016. “Liquidity Risk and the Credit Crunch of 2007-2008: Evi-

dence from Micro-Level Data on Mortgage Loan Applications.” Journal of Financial and

Quantitative Analysis, 51(6): 1795–1822.

Ashcraft, Adam B. 2005. “Are Banks Really Special? New Evidence from the FDIC-Induced

Failure of Healthy Banks.” American Economic Review, 95(5): 1712–1730.

Aubuchon, Craig P., and David C Wheelock. 2010. “The geographic distribution and

characteristics of U.S. bank failures, 2007-2010: do bank failures still reflect local economic

conditions?” Federal Reserve Bank of St. Louis Review, , (Sep): 395–415.

Bayazitova, Dinara, and Anil Shivdasani. 2012. “Assessing TARP.” Review of Financial

Studies, 25(2): 377–407.



41

Beltratti, Andrea, and Ren M. Stulz. 2012. “The credit crisis around the globe: Why

did some banks perform better?” Journal of Financial Economics, 105(1): 1–17.

Berger, Allen N., and Christa H.S. Bouwman. 2013. “How does capital affect bank

performance during financial crises?” Journal of Financial Economics, 109(1): 146–176.

Boyd, John H., and Mark Gertler. 1993. “U.S. Commercial Banking: Trends, Cycles,

and Policy.” National Bureau of Economic Research, Inc NBER Working Papers 4404.

Brown, Craig, and I. Serdar Din. 2009. “Too Many to Fail? Evidence of Regulatory

Forbearance When the Banking Sector Is Weak.” Review of Financial Studies, 24(4): 1378–

1405.

Brunnermeier, Markus K. 2009. “Deciphering the Liquidity and Credit Crunch 2007-2008.”

Journal of Economic Perspectives, 23(1): 77–100.

Brunnermeier, Markus K., and Lasse Heje Pedersen. 2009. “Market Liquidity and

Funding Liquidity.” Review of Financial Studies, 22(6): 2201–2238.

Calomiris, Charles W., and Joseph R. Mason. 2003a. “Consequences of Bank Distress

During the Great Depression.” American Economic Review, 93(3): 937–947.

Calomiris, Charles W., and Joseph R. Mason. 2003b. “Fundamentals, Panics, and

Bank Distress During the Depression.” American Economic Review, 93(5): 1615–1647.

Campello, Murillo. 2002. “Internal capital markets in financial conglomerates: Evidence

from small bank responses to monetary policy.” Journal of Finance, 57(6): 2773–2805.

Campello, Murillo, Erasmo Giambona, John R. Graham, and Campbell R. Har-

vey. 2011. “Liquidity Management and Corporate Investment During a Financial Crisis.”

Review of Financial Studies, 24(6): 1944–1979.

Cheng, Ing-Haw, Harrison Hong, and Jose Scheinkman. 2015. “Yesterday’s Heroes:

Compensation and Risk at Financial Firms.” Journal of Finance, 70(2): 839–879.



42

Cheng, Ing-Haw, Sahil Raina, and Wei Xiong. 2014. “Wall Street and the Housing

Bubble.” American Economic Review, 104(9): 2797–2829.

Cole, Rebel Allen, and George W. Fenn. 2008. “The role of commercial real estate

investments in the banking crisis of 1985-92.” University Library of Munich, Germany

MPRA Paper.

Cole, Rebel Allen, and Lawrence White. 2012. “Déjà Vu All Over Again: The Causes of

U.S. Commercial Bank Failures This Time Around.” Journal of Financial Services Research,

42(1): 5–29.

Cornett, Marcia Millon, Jamie John McNutt, Philip E. Strahan, and Hassan

Tehranian. 2011. “Liquidity risk management and credit supply in the financial crisis.”

Journal of Financial Economics, 101(2): 297–312.

Demyanyk, Yuliya, and Otto Van Hemert. 2011. “Understanding the Subprime Mort-

gage Crisis.” Review of Financial Studies, 24(6): 1848–1880.

DeYoung, Robert, and Gökhan Torna. 2013. “Nontraditional banking activities and bank

failures during the financial crisis.” Journal of Financial Intermediation, 22(3): 397–421.

Duca, John V., and David.C Ling. 2015. “The Other (Commercial) Real Estate Boom

and Bust: The Effects of Risk Premia and Regulatory Capital Arbitrage.” working paper.

Duchin, Ran, and Denis Sosyura. 2012. “The politics of government investment.” Journal

of Financial Economics, 106(1): 24–48.

Dwyer, Douglas W., Jing Zhang, and Janet Yinqing Zhao. 2011. “Usage and Expo-

sures at Default of Corporate Credit Lines: An Empirical Study.” Moody’s Analytics.

Egan, Mark, Ali Hortasu, and Gregor Matvos. 2017. “Deposit Competition and

Financial Fragility: Evidence from the US Banking Sector.” American Economic Review,

107(1): 169–216.



43

Erel, Isil, Taylor Nadauld, and Ren M. Stulz. 2014. “Why Did Holdings of Highly

Rated Securitization Tranches Differ So Much across Banks?” Review of Financial Studies,

27(2): 404–453.

Fahlenbrach, Rdiger, and Ren M. Stulz. 2011. “Bank CEO incentives and the credit

crisis.” Journal of Financial Economics, 99(1): 11–26.

Fahlenbrach, Rdiger, Robert Prilmeier, and Ren M. Stulz. 2012. “This Time Is the

Same: Using Bank Performance in 1998 to Explain Bank Performance during the Recent

Financial Crisis.” Journal of Finance, 67(6): 2139–2185.

Flannery, Mark. 1998. “Using Market Information in Prudential Bank Supervision: A

Review of the U.S. Empirical Evidence.” Journal of Money, Credit and Banking, 30(3): 273–

305.

Gilje, Erik P., Elena Loutskina, and Philip E. Strahan. 2016. “Exporting Liquidity:

Branch Banking and Financial Integration.” Journal of Finance, 71(3): 1159–1184.

Gorton, Gary, and Andrew Metrick. 2012. “Securitized banking and the run on repo.”

Journal of Financial Economics, 104(3): 425–451.

Granja, Joao, Gregor Matvos, and Amit Seru. forthcoming. “Selling Failed Banks.”

Journal of Finance.

Ivashina, Victoria, and David S. Scharfstein. 2010. “Bank Lending During the Financial

Crisis of 2008.” Journal of Financial Economics, 97(3): 319–338.

Kashyap, Anil K, and Jeremy C. Stein. 2000. “What Do a Million Observations on

Banks Say about the Transmission of Monetary Policy?” American Economic Review,

90(3): 407–428.

Keeley, Michael C. 1990. “Deposit Insurance, Risk, and Market Power in Banking.” Amer-

ican Economic Review, 80(5): 1183–1200.



44

Laeven, Luc, and Ross Levine. 2009. “Bank governance, regulation and risk taking.”

Journal of Financial Economics, 93(2): 259–275.

Levitin, Adam J., and Susan M. Wachter. 2013. “The Commercial Real Estate Bubble.”

Harvard Business Law Review, 3(1): 83–118.

Litan, Robert. 1992. “Banks and real estate: regulating the unholy alliance.” Conference

Series ; [Proceedings], 36: 187–229.

Loutskina, Elena, and Philip E. Strahan. 2009. “Securitization and the Declining Impact

of Bank Finance on Loan Supply: Evidence from Mortgage Acceptance Rates.” Journal of

Finance, 64(2): 861–922.

Mian, Atif Rehman, and Amir Sufi. 2009. “The Consequences of Mortgage Credit

Expansion: Evidence from the U.S. Mortgage Default Crisis.” The Quarterly Journal of

Economics, 124(4): 1449–1496.

Ng, Jeffrey, Florin P. Vasvari, and Regina Wittenberg-Moerman. forthcoming.

“Media Coverage and the Stock Market Valuation of TARP Participating Banks.” European

Accounting Review.

Peek, Joe, and Eric Rosengren. 1997. “The International Transmission of Financial

Shocks: The Case of Japan.” The American Economic Review, 87(4): 495–505.

Peek, Joe, and Eric Rosengren. 2000. “Collateral damage: Effects of the Japanese bank

crisis on real activity in the United States.” The American Economic Review, 90(1): 30–45.

Ratnovski, Lev, and Rocco Huang. 2009. “Why are Canadian Banks More Resilient?”

IMF Working Paper, 1–19.

Roy, Arthur D. 1952. “Safety first and the holding of assets.” Econometrica, 20: 431–449.



45

Figure I: Timeline of Commercial Bank Failures. This chart displays the number of bank failures
per quarter for the period 2005-2013. Failure is defined as the bank having been placed under FDIC
receivership during the quarter, and I obtain receivership data from the FDIC’s list of failed banks.
Sample selection is discussed in Section II.

Figure II: The TED spread for the period 2005-2013. This figure shows daily and annual averages
of the TED spread from 2005 to 2013. The TED spread measures funding strains in the banking
sector and is defined as the difference between the 3-month LIBOR rate and the 3-month Treasury
rate. Data on rates obtained from the Federal Reserve Economic Data (FRED), available online by
the Federal Reserve Bank of St. Louis.
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Figure III: Evolution of default risk. This chart displays the evolution of the median z-score in
2005-2013, shown separately for failed and survivor banks. The z-score is inversely related to the
probability of default and is defined as the sum of equity capital plus the mean return on assets,
divided by the standard deviation of the return of assets. Commercial bank data are from the
Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of
failed banks. Sample selection is discussed in Section II.

Figure IV: Evolution of housing prices. The dashed line displays quarterly values for the S&P/Case-
Shiller U.S. National Home Price Index (not seasonally adjusted). The index is a composite of
single-family home price indexes for the nine U.S. Census divisions that measures shifts in the total
value of all existing single-family housing stock. The solid line displays quarterly values for the
NCREIF Property Index. The index is a composite total rate of return measure of investment
performance of a very large pool of individual commercial real estate properties acquired in the
private market for investment purposes only. Sources: S&P Dow Jones Indices LLC, National
Council of Real Estate Investment Fiduciaries (NCREIF)
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Table I: Definitions

VARIABLE DEFINITION

logAssets The natural logarithm of assets

BHC membership The bank is a member of a Bank Holding Company

ROAA Net income divided by average assets

Efficiency (Total non interest income + Net interest income)/ (Total non interest
expense)

Non-performing loans Loans past due more than 90 days plus loans not accruing divided by
total loans

Equity capital Total equity capital divided by assets

Core Deposits The sum of demand deposits, MMDA and other savings deposits, NOW,
ATS and other interest-bearing transaction accounts, and insured time
deposits, divided by total assets

Money market The sum of federal funds sold and securities purchased under agreement
to resell divided by total assets

Securities The sum of held-to-maturity, available-for-sale, and trading securities
divided by total assets

Illiquid assets Total assets minus the sum of cash, federal funds sold, securities pur-
chased under agreement to resell, securities held-to-maturity, available-
for-sale securities, and trading securities, divided by total assets

Credit lines Total unused loan commitments (excluding credit card lines) divided by
total assets

Securities excluding MBS Total securities less the sum of Agency and Private-label MBS, divided
by total assets

Agency MBS MBS issued or guaranteed by a government sponsored enterprise (GSE),
divided by total assets

Private-label MBS MBS issued by non-GSE issuers, divided by total assets

Illiquid assets excluding RE
loans

Total illiquid assets minus total real estate loans, divided by total assets

Traditional home mort-
gages

Closed-end loans secured by 1-4 family residential properties divided by
total assets

Home equity loans Open-end loans secured by 1-4 family residential properties divided by
total assets

Non-household RE loans All other real estate loans divided by total assets

Credit lines excluding RE
lines

Total unused loan commitments (excluding credit card lines) minus total
unused real estate commitments, divided by total assets

Non-household RE lines Commitments to fund commercial real estate, construction, and land
development loans, divided by total assets

Home equity lines of credit Revolving, open-end lines secured by 1-4 family residential properties
divided by total assets
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Table II: Difference-in-means tests for changes in the banks’ baseline business model between 2001
and 2005. This table displays tests for the equality of means for the 2001 and 2005 levels of a set of
variables describing the banks’ baseline business model. The left panel displays tests for banks with
average assets in 2004 less than $1 billion and the right panel for banks with average assets in 2004
greater than $1 billion. Commercial bank data are taken from the Reports of Condition and Income
(Call Reports) and bank failures from the FDIC’s list of failed banks. Sample selection is discussed
in Section II. The values of the variables are averages obtained over the four quarters of 2001 and
2005. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance
are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1 bil) LARGE (ASSETS > $1 bil)
Variables 2001 2005 Diff 2001 2005 Diff

Assets ($ bil) 0.15 0.22 0.069*** 12.18 20.98 8.803***
BHC membership 0.18 0.17 -0.006* 0.49 0.41 -0.072***
ROAA 0.01 0.01 0.002*** 0.01 0.01 0.001***
Efficiency 1.59 1.65 0.062*** 1.74 1.82 0.087***
Non-performing loans 0.01 0.01 -0.001*** 0.01 0.01 -0.002***
Equity capital 0.11 0.10 -0.004*** 0.09 0.10 0.006***
Core deposits 0.69 0.68 -0.015*** 0.58 0.57 -0.009*
Cash 0.05 0.04 -0.005*** 0.04 0.04 -0.007***
Money market 0.05 0.03 -0.023*** 0.03 0.02 -0.011***
Securities 0.23 0.23 -0.002* 0.22 0.23 0.004
Illiquid Assets 0.67 0.70 0.031*** 0.70 0.71 0.014***
Credit lines 0.09 0.11 0.025*** 0.17 0.20 0.032***

Table III: Difference-in-means tests for the banks’ pre-crisis baseline business model. This table
displays tests for the equality of means for a set of variables describing the banks’ baseline business
model in 2005. The left panel displays tests for banks with average assets in 2004 less than $1 billion
and the right panel for banks with average assets in 2004 greater than $1 billion. Commercial bank
data are taken from the Reports of Condition and Income (Call Reports) and bank failures from the
FDIC’s list of failed banks. Sample selection is discussed in Section II. The values of the variables
are averaged over the four quarters of 2005. Heteroscedasticity-robust standard errors are reported.
The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $ 1bil)
VARIABLE Survived Failed Diff Survived Failed Diff

Assets ($ bil) 0.21 0.28 0.068*** 22.77 4.16 -18.610***
BHC membership 0.17 0.12 -0.050** 0.43 0.26 -0.169*
ROAA 0.01 0.01 0.000 0.01 0.01 -0.000
Efficiency 1.64 1.73 0.088*** 1.79 2.09 0.297***
Non-performing loans 0.01 0.00 -0.002*** 0.01 0.01 0.000
Equity capital 0.10 0.09 -0.007*** 0.10 0.09 -0.007
Core deposits 0.68 0.62 -0.064*** 0.58 0.50 -0.077***
Cash 0.04 0.04 -0.006*** 0.04 0.03 -0.011***
Money market 0.03 0.03 0.005** 0.02 0.03 0.005
Securities 0.23 0.13 -0.104*** 0.23 0.21 -0.014
Illiquid Assets 0.69 0.80 0.107*** 0.71 0.73 0.022
Credit lines 0.11 0.18 0.072*** 0.20 0.19 -0.015
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Table IV: The effects of real estate risk on bank failure. This table shows the results of estimating a probit
model of the probability of a commercial bank failing during 2006-2013, estimated separately for small and
large banks. Failure is defined as the bank having been placed under FDIC receivership between January 1,
2006 and December 31, 2013. Columns (1)-(2) report estimates over the subsample of banks with average
assets in 2004 less than $1 billion, and columns (3)-(4) report estimates over the subsample of banks with
average assets in 2004 greater than $1 billion. Columns (1) and (3) report estimates for the baseline model
that only uses a standard set of predictors of failure. Columns (2) and (4) augment the baseline model
to include variables that capture the bank’s product mix, accounting for the exposure of the bank’s loan,
securities, and credit line portfolios to various categories of real estate products. Commercial bank data
are taken from the Reports of Condition and Income (Call Reports) and bank failures from the FDIC’s list
of failed banks. Sample selection is discussed in Section II. The models are estimated using the financial
variables averaged over the four quarters of 2005. The reported coefficients are average marginal effects.
Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p<0.01, **
p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL BASELINE PRODUCT BASELINE PRODUCT

VARIABLE (1) (2) (3) (4)

logAssets -0.00 -0.01 -0.02 0.03
(0.01) (0.01) (0.02) (0.02)

BHC membership -0.03** -0.02* -0.05 -0.00
(0.01) (0.01) (0.04) (0.03)

ROAA -1.34 -1.37 -4.53 -1.73
(0.91) (0.88) (4.01) (3.19)

Efficiency 0.02 -0.00 0.12** -0.01
(0.01) (0.02) (0.05) (0.04)

Non-performing loans 0.21 0.50 1.45 0.03
(0.55) (0.52) (2.49) (2.44)

Equity capital -0.44** -0.45** -0.86* -1.02*
(0.18) (0.19) (0.49) (0.56)

Core deposits -0.23*** -0.16*** -0.24* -0.23**
(0.04) (0.04) (0.12) (0.11)

Money market 0.60** 0.24 1.22 1.00
(0.24) (0.21) (1.23) (0.92)

Securities 0.19 0.16 1.04 0.54
(0.17) (0.15) (1.00) (0.74)

Illiquid Assets 0.43** 0.18 1.17 0.54
(0.17) (0.15) (0.95) (0.71)

Credit lines 0.47*** 0.12 0.06 -0.43
(0.05) (0.11) (0.19) (0.30)

Agency MBS -0.02 0.16
(0.08) (0.25)

Private-label MBS 0.58 1.97**
(0.57) (0.99)

Traditional home mortgages -0.02 0.14
(0.07) (0.19)

Home equity loans 1.10*** 2.63*
(0.29) (1.51)

Non-household RE loans 0.26*** 0.56***
(0.05) (0.18)

Non-household RE lines 0.47*** 0.81**
(0.13) (0.39)

Home equity lines of credit -1.30*** -3.88**
(0.43) (1.92)

Number of banks 4,041 4,041 279 279
Failed 274 274 27 27
Pseudo-R2 0.179 0.268 0.147 0.378
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Table V: Difference-in-means tests for changes in the banks’ real estate models between 2001 and
2005. This table displays tests for the equality of means for the banks’ average level of exposure to
the real estate sector in 2001 and 2005, through the composition of the loan, marketable securities,
and credit line portfolios. The left panel displays tests for banks with average assets in 2004 less
than $1 billion and the right panel for banks with average assets in 2004 greater than $1 billion.
Commercial bank data are taken from the Reports of Condition and Income (Call Reports) and bank
failures from the FDIC’s list of failed banks. Sample selection is discussed in Section II. The values of
the variables are averages obtained over the four quarters of 2001 and 2005. Heteroscedasticity-robust
standard errors are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and *
p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $ 1bil)
VARIABLE 2001 2005 Diff 2001 2005 Diff

Securities excluding MBS 0.17 0.17 -0.001 0.12 0.12 -0.003
Agency MBS 0.06 0.06 -0.002* 0.09 0.10 0.004
Private-label MBS 0.00 0.00 0.000 0.01 0.01 0.002***
Illiquid assets excluding RE loans 0.28 0.24 -0.034*** 0.29 0.27 -0.027***
Traditional home mortgages 0.17 0.15 -0.016*** 0.14 0.12 -0.018***
Home equity loans 0.01 0.02 0.007*** 0.02 0.03 0.014***
Non-household RE loans 0.21 0.28 0.074*** 0.24 0.28 0.048***
Credit lines excluding RE lines 0.05 0.06 0.007*** 0.10 0.10 0.004*
Non-household RE lines 0.02 0.04 0.012*** 0.04 0.06 0.015***
Home equity lines of credit 0.01 0.01 0.005*** 0.02 0.03 0.011***

Table VI: Difference-in-means tests for pre-crisis real estate exposures. This table displays tests for
the equality of means for variables capturing the banks’ level of exposure to the real estate sector
through the composition of the loan, marketable securities, and credit line portfolios, for the groups
of survivor and failed banks. The left panel displays tests for banks with average assets in 2004 less
than $1 billion and the right panel for banks with average assets in 2004 greater than $1 billion.
Commercial bank data are taken from the Reports of Condition and Income (Call Reports) and bank
failures from the FDIC’s list of failed banks. Sample selection is discussed in Section II. The values
of the variables are averaged over the four quarters of 2005. Heteroscedasticity-robust standard
errors are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $ 1bil)
VARIABLE Survived Failed Diff Survived Failed Diff

Securities excluding MBS 0.17 0.09 -0.085*** 0.12 0.11 -0.012
Agency MBS 0.06 0.04 -0.018*** 0.10 0.09 -0.005
Private-label MBS 0.00 0.00 0.000 0.01 0.01 0.005
Illiquid assets excluding RE loans 0.25 0.19 -0.057*** 0.28 0.18 -0.098***
Traditional home mortgages 0.15 0.11 -0.043*** 0.12 0.10 -0.025
Home equity loans 0.02 0.03 0.009*** 0.04 0.02 -0.019***
Non-household RE loans 0.27 0.47 0.196*** 0.27 0.43 0.167***
Credit lines excluding RE lines 0.06 0.06 -0.002 0.11 0.06 -0.046***
Non-household RE lines 0.03 0.10 0.064*** 0.05 0.10 0.048***
Home equity lines of credit 0.01 0.02 0.004*** 0.03 0.01 -0.020***
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Table VII: Economic impact. The table shows the reduction in the average loss rate for a counterfactual
exercise in which the average levels of exposure to real estate products in 2005 are reduced down to the lowest
quartile of the distribution for that year. For the two categories of stable funding sources, the exposure is
raised up to the top quartile of their corresponding distributions. The average loss rate is the probability
of failure as predicted by the model in columns (2) and (4) of Table IV, averaged across all banks in each
subsample. Each row corresponds to a reduction in a single exposure, with all other exposures remaining at
their empirically observed levels. Commercial bank data are taken from the Reports of Condition and Income
(Call Reports) and bank failures from the FDIC’s list of failed banks. Sample selection is discussed in Section
II.

SMALL LARGE
VARIABLE (ASSETS < $1bil) (ASSETS > $1bil)

Private-label MBS 0.00! 0.02
Non-household RE loans 0.05 0.07
Non-household RE lines 0.03 0.04

Agency MBS 0.00! 0.01!

Traditional home mortgages 0.00! 0.01!

Core-deposits 0.02 0.03
Equity capital 0.01 0.02

Number of banks 4,041 279
Failed 274 27
Loss rate in data 0.07 0.10
Loss rate from model 0.07 0.10

! The estimated average marginal effects for these variables are not statistically significant
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Table VIII: Controlling for the effects of local economic shocks. This table shows the results of estimating a
probit model of the probability of a commercial bank failing during 2006-2013, estimated separately for small
and large banks. Failure is defined as the bank having been placed under FDIC receivership between January
1, 2006 and December 31, 2013. Columns (1)-(6) report estimates over the subsample of banks with average
assets in 2004 less than $1 billion, and columns (7)-(12) report estimates over the subsample of banks with
average assets in 2004 greater than $1 billion. Columns (1) and (7) report the estimates for the paper’s core
real estate model for reference. Columns (2) and (8) include a bank-specific measure of local income shocks,
derived from county-level data on per capita income declines during the 2006-2009 period, aggregated up to
the bank level using bank branch-level data on deposit account balances in 2005. Columns (3) and (9) include
a similarly-constructed proxy for local unemployment rates, derived from county-level data on the increase
in unempolyment rates during the 2006-2009 period. Columns (4) and (10) include a similarly-constructed
proxy for local declines in housing prices, derived from zip code-level data on annualised house price index
(HPI) declines during the 2006-2009 period. Columns (5) and (11) include simultaneously all three proxies in
columns (2)-(4) and (8)-(10). Columns (6) and (12) do not include proxies for local economic conditions but
saturate the core model in columns (1) and (2) with state fixed effects, for each state and bank set to 1 if
a bank had a branch in the state in 2005. Commercial bank data are taken from the Reports of Condition
and Income (Call Reports), bank failures from the FDIC’s list of failed banks, branching information from
the FDIC’s Summary of Deposits, income statistics from the Bureau of Economic Analysis, unemployment
rates from the Bureau of Labor Statistics, and housing price index data from the Federal Housing Finance
Agency. Sample selection is discussed in Section II. The models are estimated using the financial variables
averaged over the four quarters of 2005. The reported coefficients are average marginal effects. Estimates for
the coefficients of baseline variables are suppressed for brevity. Heteroscedasticity-robust standard errors are
reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL PROD INC UNMPL HPI ALL FE PROD INC UNMPL HPI ALL FE

VARIABLE (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Securities 0.16 0.20 0.19 0.28* 0.27* 0.17 0.54 0.92 0.53 0.60 0.75 3.65***
(0.15) (0.15) (0.15) (0.15) (0.15) (0.17) (0.74) (0.74) (0.71) (0.73) (0.72) (1.17)

Illiquid Assets 0.18 0.23 0.24* 0.33** 0.33** 0.22 0.54 0.93 0.59 0.68 0.81 3.45***
(0.15) (0.15) (0.15) (0.15) (0.15) (0.17) (0.71) (0.72) (0.70) (0.72) (0.71) (1.09)

Credit lines 0.12 0.13 0.15 0.09 0.12 0.16 -0.43 -0.42 -0.42 -0.46 -0.42 -2.19***
(0.11) (0.10) (0.11) (0.11) (0.11) (0.11) (0.30) (0.31) (0.30) (0.30) (0.31) (0.61)

Agency MBS -0.02 -0.04 -0.05 -0.04 -0.05 -0.05 0.16 0.21 0.12 0.17 0.15 0.21
(0.08) (0.08) (0.09) (0.08) (0.08) (0.09) (0.25) (0.26) (0.25) (0.25) (0.26) (0.44)

Private-label MBS 0.58 0.51 0.61 0.04 0.24 0.58 1.97** 1.70* 1.77* 1.72* 1.56* 3.87***
(0.57) (0.58) (0.57) (0.60) (0.59) (0.64) (0.99) (0.95) (0.98) (0.97) (0.94) (1.34)

Traditional home mortgages -0.02 -0.03 -0.07 -0.02 -0.06 0.05 0.14 0.13 0.08 0.10 0.08 -0.16
(0.07) (0.06) (0.06) (0.06) (0.06) (0.07) (0.19) (0.17) (0.18) (0.18) (0.18) (0.40)

Home equity loans 1.10*** 1.04*** 0.91*** 0.88*** 0.83*** 1.09*** 2.63* 2.60* 2.32 3.05** 2.38 2.26
(0.29) (0.28) (0.29) (0.28) (0.28) (0.33) (1.51) (1.54) (1.55) (1.50) (1.54) (2.11)

Non-household RE loans 0.26*** 0.23*** 0.21*** 0.20*** 0.18*** 0.20*** 0.56*** 0.59*** 0.41** 0.50*** 0.44** 0.78**
(0.05) (0.05) (0.05) (0.04) (0.04) (0.05) (0.18) (0.17) (0.18) (0.18) (0.18) (0.33)

Non-household RE lines 0.47*** 0.43*** 0.42*** 0.45*** 0.42*** 0.44*** 0.81** 0.72* 0.82** 0.83** 0.75* 4.09***
(0.13) (0.12) (0.12) (0.12) (0.12) (0.13) (0.39) (0.39) (0.40) (0.40) (0.40) (0.66)

Home equity lines of credit -1.30*** -1.37*** -1.32*** -1.26*** -1.30*** -1.42*** -3.88** -3.85** -3.89* -4.34** -3.86* -5.76*
(0.43) (0.42) (0.43) (0.41) (0.41) (0.46) (1.92) (1.96) (2.05) (1.99) (2.09) (3.01)

Number of banks 4,041 4,041 4,041 4,041 4,041 3,573 279 279 279 279 279 137
Failed 274 274 274 274 274 274 27 27 27 27 27 27
Pseudo-R2 0.268 0.274 0.291 0.29 0.299 0.34 0.378 0.402 0.419 0.405 0.429 0.615
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Table IX: Robustness tests. This table shows the results of estimating a probit model of the probability
of a commercial bank failing during 2006-2013, estimated separately for small and large banks. Failure is
defined as the bank having been placed under FDIC receivership between January 1, 2006 and December 31,
2013. Columns (1)-(3) report estimates over the subsample of banks with average assets in 2004 less than
$1 billion, and columns (4)-(8) report estimates over the subsample of banks with average assets in 2004
greater than $1 billion. Columns (1) and (4) report the estimates for the paper’s core real estate model for
reference. Columns (2) and (5) exclude all banks that participated in the Capital Purchase Program (CPP),
either directly or through their Bank Holding Company. Columns (3) and (6) add variables that capture the
bank’s income mix, accounting for stakeholder, fee-for-service, traditional fee, and net interest income (as in
DeYoung and Torna (2013)). Column (7) includes controls for large banks’ off-balance sheet risk through
liquidity and credit enhancements provided to ABCP conduits. Column (8) excludes the 10 largest banks
from the sample, to mitigate the impact of too-big-too-fail banks. Commercial bank data are taken from the
Reports of Condition and Income (Call Reports), bank failures from the FDIC’s list of failed banks, CPP
participation data from the U.S. Treasury’s CPP transaction report, and mortgage borrower data from the
Home Mortgage Disclosure Act (HMDA) loan application register. Sample selection is discussed in Section II.
The models are estimated using the financial variables averaged over the four quarters of 2005. The reported
coefficients are average marginal effects. Estimates for the coefficients of baseline variables are suppressed for
brevity. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are ***
p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL PROD TARP INC PROD TARP INC SPV TBTF

VARIABLE (1) (2) (3) (4) (5) (6) (7) (8)

Securities 0.16 0.12 0.23 0.54 0.74 0.81 0.54 0.54
(0.15) (0.16) (0.16) (0.74) (0.87) (0.70) (0.74) (0.76)

Illiquid Assets 0.18 0.15 0.21 0.54 1.04 0.59 0.55 0.54
(0.15) (0.16) (0.16) (0.71) (0.88) (0.68) (0.71) (0.74)

Credit lines 0.12 0.12 0.13 -0.43 -1.02** -0.52* -0.44 -0.44
(0.11) (0.12) (0.11) (0.30) (0.44) (0.29) (0.30) (0.32)

Agency MBS -0.02 -0.01 -0.03 0.16 0.06 0.17 0.16 0.16
(0.08) (0.09) (0.08) (0.25) (0.32) (0.25) (0.26) (0.27)

Private-label MBS 0.58 0.47 0.55 1.97** 2.33* 1.30 1.95* 2.04**
(0.57) (0.61) (0.57) (0.99) (1.30) (0.95) (1.00) (1.02)

Traditional home mortgages -0.02 -0.02 0.00 0.14 -0.11 0.25 0.14 0.14
(0.07) (0.07) (0.07) (0.19) (0.24) (0.23) (0.19) (0.20)

Home equity loans 1.10*** 1.17*** 1.13*** 2.63* 3.81* 2.33* 2.63* 2.73*
(0.29) (0.32) (0.29) (1.51) (2.13) (1.20) (1.51) (1.56)

Non-household RE loans 0.26*** 0.27*** 0.27*** 0.56*** 0.84*** 0.55*** 0.56*** 0.58***
(0.05) (0.05) (0.05) (0.18) (0.21) (0.16) (0.18) (0.19)

Non-household RE lines 0.47*** 0.54*** 0.43*** 0.81** 1.06** 0.83** 0.82** 0.83**
(0.13) (0.13) (0.13) (0.39) (0.53) (0.37) (0.40) (0.42)

Home equity lines of credit -1.30*** -1.21** -1.31*** -3.88** -5.57** -3.36** -3.87** -4.03**
(0.43) (0.47) (0.43) (1.92) (2.60) (1.43) (1.91) (2.00)

Number of banks 4,041 3,671 4,041 279 161 279 279 269
Failed 274 264 274 27 24 27 27 27
Pseudo-R2 0.268 0.306 0.271 0.378 0.553 0.425 0.378 0.371
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Table X: The sources of risk. This table shows the results of estimating a probit model of the probability
of a commercial bank failing during 2006-2013, estimated separately for small and large banks. Failure is
defined as the bank having been placed under FDIC receivership between January 1, 2006 and December 31,
2013. Columns (1)-(4) report estimates over the subsample of banks with average assets in 2004 less than $1
billion, and columns (5)-(8) report estimates over the subsample of banks with average assets in 2004 greater
than $1 billion. Columns (1) and (5) report the estimates for the paper’s core real estate model for reference.
Columns (2) and (6) include the bank’s pre-crisis z-score (logged) as a control variable, to account for bank
risk-taking. Columns (3) and (7) account for the risk profile of banks’ mortgage borrowers by including the
average loan-to-income ratio for all mortgage loans originated by the bank during 2001-2005. Columns (4) and
(8) account for both overall risk-taking and mortgage borrower risk. Commercial bank data are taken from
the Reports of Condition and Income (Call Reports), bank failures from the FDIC’s list of failed banks, CPP
participation data from the U.S. Treasury’s CPP transaction report, and mortgage borrower data from the
Home Mortgage Disclosure Act (HMDA) loan application register. Sample selection is discussed in Section II.
The models are estimated using the financial variables averaged over the four quarters of 2005. The reported
coefficients are average marginal effects. Estimates for the coefficients of baseline variables are suppressed for
brevity. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are ***
p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL PROD ZSCORE LTI BOTH PROD ZSCORE LTI BOTH

VARIABLE (1) (2) (3) (4) (5) (6) (7) (8)

Securities 0.16 0.13 0.35 0.35 0.54 0.81 0.49 0.49
(0.15) (0.15) (0.26) (0.26) (0.74) (0.73) (0.76) (0.76)

Illiquid Assets 0.18 0.13 0.42 0.42 0.54 0.83 0.57 0.57
(0.15) (0.15) (0.26) (0.26) (0.71) (0.70) (0.73) (0.73)

Credit lines 0.12 0.11 0.08 0.08 -0.43 -0.41 -0.41 -0.41
(0.11) (0.10) (0.13) (0.13) (0.30) (0.27) (0.33) (0.33)

Agency MBS -0.02 -0.04 -0.07 -0.07 0.16 0.09 0.19 0.19
(0.08) (0.08) (0.12) (0.12) (0.25) (0.23) (0.26) (0.26)

Private-label MBS 0.58 0.33 0.76 0.76 1.97** 1.79** 1.61* 1.61*
(0.57) (0.59) (0.79) (0.79) (0.99) (0.90) (0.96) (0.96)

Traditional home mortgages -0.02 0.00 -0.08 -0.08 0.14 0.06 0.17 0.17
(0.07) (0.06) (0.09) (0.09) (0.19) (0.17) (0.19) (0.19)

Home equity loans 1.10*** 0.97*** 1.49*** 1.49*** 2.63* 2.18 2.79* 2.79*
(0.29) (0.28) (0.40) (0.40) (1.51) (1.50) (1.61) (1.61)

Non-household RE loans 0.26*** 0.26*** 0.28*** 0.28*** 0.56*** 0.54*** 0.46*** 0.46***
(0.05) (0.05) (0.07) (0.07) (0.18) (0.16) (0.18) (0.18)

Non-household RE lines 0.47*** 0.44*** 0.75*** 0.75*** 0.81** 0.76** 0.85** 0.85**
(0.13) (0.12) (0.17) (0.17) (0.39) (0.37) (0.43) (0.43)

Home equity lines of credit -1.30*** -1.14*** -1.80*** -1.60*** -3.88** -3.38* -4.66** -4.09*
(0.43) (0.41) (0.59) (0.56) (1.92) (1.91) (2.09) (2.09)

logzscore -0.02*** -0.03*** -0.05** -0.05**
(0.00) (0.01) (0.02) (0.02)

avgLTI 0.01** 0.01** 0.06** 0.05**
-0.01 (0.01) (0.03) (0.03)

Number of banks 4,041 4,040 2,500 2,499 279 279 263 263
Failed 274 273 235 234 27 27 27 27
Pseudo-R2 0.268 0.279 0.256 0.267 0.378 0.415 0.400 0.435
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Table XII: Different Failure Periods. This table shows the results of estimating a probit model
of the probability of a commercial bank failing during different subperiods of the Great Recession,
estimated separately for small and large banks. Columns (1)-(3) report estimates over the subsample
of banks with average assets in 2004 less than $1 billion, and columns (4)-(6) report estimates
over the subsample of banks with average assets in 2004 greater than $1 billion. Columns (1) and
(4) provide for reference the base estimates with failure defined as the bank having been placed
under FDIC receivership between January 1, 2006 and December 31, 2013. In columns (2) and (5)
failure is defined as the bank having been placed under FDIC receivership between January 1, 2006
and December 31, 2009, with all later failures dropped from the sample. In columns (3) and (6)
failure is defined as the bank having been placed under FDIC receivership between January 1, 2010
and December 31, 2013, with all earlier failures dropped from the sample. Commercial bank data
are taken from the Reports of Condition and Income (Call Reports) and bank failures from the
FDIC’s list of failed banks. Sample selection is discussed in Section II. The models are estimated
using the financial variables averaged over the four quarters of 2005. The reported coefficients are
average marginal effects. Estimates for the coefficients of baseline variables are suppressed for brevity.
Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are ***
p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL 2006-2013 2006-2009 2010-2013 2006-2013 2006-2009 2010-2013

VARIABLE (1) (2) (3) (4) (5) (6)

Equity capital -0.45** -0.27** -0.29* -1.02* -0.30 -1.28**
(0.19) (0.12) (0.17) (0.56) (0.30) (0.51)

Core deposits -0.16*** -0.05** -0.11*** -0.23** -0.05 -0.16**
(0.04) (0.02) (0.03) (0.11) (0.08) (0.08)

Securities 0.16 0.33*** -0.04 0.54 -0.43** 1.49*
(0.15) (0.12) (0.12) (0.74) (0.17) (0.78)

Illiquid Assets 0.18 0.24** 0.09 0.54 -0.32*** 1.54**
(0.15) (0.12) (0.12) (0.71) (0.12) (0.78)

Credit lines 0.12 0.13* 0.00 -0.43 -0.04 -0.37
(0.11) (0.07) (0.08) (0.30) (0.15) (0.25)

Agency MBS -0.02 -0.07 0.07 0.16 0.20 0.10
(0.08) (0.05) (0.08) (0.25) (0.14) (0.20)

Private-label MBS 0.58 0.38 0.36 1.97** 1.31*** 0.74
(0.57) (0.32) (0.54) (0.99) (0.49) (0.85)

Traditional home mortgages -0.02 -0.01 -0.02 0.14 0.03 -0.03
(0.07) (0.05) (0.05) (0.19) (0.13) (0.14)

Home equity loans 1.10*** 0.65*** 0.64*** 2.63* 2.13** 0.80
(0.29) (0.16) (0.25) (1.51) (0.96) (0.88)

Non-household RE loans 0.26*** 0.13*** 0.17*** 0.56*** 0.27*** 0.35**
(0.05) (0.03) (0.04) (0.18) (0.10) (0.14)

Non-household RE lines 0.47*** 0.14* 0.40*** 0.81** 0.56*** 0.00
(0.13) (0.08) (0.11) (0.39) (0.20) (0.34)

Home equity lines of credit -1.30*** -0.99*** -0.60* -3.88** -3.12** -1.42
(0.43) (0.25) (0.36) (1.92) (1.28) (1.17)

Number of banks 4,041 3,855 3,953 279 264 267
Failed 274 88 186 27 12 15
Pseudo-R2 0.268 0.274 0.255 0.378 0.551 0.347
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Appendix

Table AI: Alternative definitions of failure. This table shows the results of estimating the paper’s core
real estate model of the probability of a commercial bank failing during 2006-2013, by relying on a simple
capital-based rule to redefine failure. Columns (1)-(5) report estimates over the subsample of banks with
average assets in 2004 less than $1 billion, and columns (6)-(10) report estimates over the subsample of banks
with average assets in 2004 greater than $1 billion. Columns (1) and (6) repeat, for reference, estimates for
the paper’s core model, with failure defined as the bank having been placed under FDIC receivership between
January 1, 2006 and December 31, 2013. Columns (2) and (7) use a cutoff rule that defines as failed any bank
with a minimum Tier 1 leverage ratio during the period 2006-2013 of less that 1%. Columns (3) and (8) raise
the threshold to 2%, columns (3) and (8) to 2%, columns (4) and (9) to 3% and columns (5) and (10) to 4%.
Commercial bank data are taken from the Reports of Condition and Income (Call Reports), and bank failures
from the FDIC’s list of failed banks. Sample selection is discussed in Section II. The reported coefficients
are average marginal effects. Estimates for the coefficients of baseline variables are suppressed for brevity.
Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p<0.01, **
p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL receivership T1<0.01 T1<0.02 T1<0.03 T1<0.04 receivership T1<0.01 T1<0.02 T1<0.03 T1<0.04

VARIABLE (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Securities 0.16 0.07 0.08 0.14 0.01 0.54 0.61 0.98 1.03 1.50**
(0.15) (0.11) (0.14) (0.17) (0.15) (0.74) (0.47) (0.67) (0.69) (0.74)

Illiquid Assets 0.18 0.08 0.15 0.22 0.10 0.54 0.40 0.62 0.90 1.24*
(0.15) (0.11) (0.14) (0.16) (0.15) (0.71) (0.53) (0.67) (0.69) (0.72)

Credit lines 0.12 0.04 -0.00 -0.04 -0.03 -0.43 0.01 -0.07 -0.38 -0.35
(0.11) (0.08) (0.10) (0.12) (0.13) (0.30) (0.15) (0.19) (0.27) (0.30)

Agency MBS -0.02 -0.04 0.01 0.03 -0.02 0.16 0.02 0.14 0.19 0.13
(0.08) (0.06) (0.08) (0.09) (0.09) (0.25) (0.12) (0.18) (0.22) (0.22)

Private-label MBS 0.58 -0.03 0.60 0.58 0.97 1.97** 0.21 -0.51 -0.10 0.33
(0.57) (0.47) (0.50) (0.58) (0.65) (0.99) (0.40) (0.79) (0.82) (0.86)

Traditional home mortgages -0.02 -0.03 -0.01 -0.07 -0.11 0.14 0.15 0.13 -0.00 0.06
(0.07) (0.05) (0.06) (0.06) (0.07) (0.19) (0.13) (0.16) (0.16) (0.19)

Home equity loans 1.10*** 0.63*** 1.10*** 1.44*** 1.74*** 2.63* -0.49 -0.07 -0.56 -0.44
(0.29) (0.24) (0.29) (0.33) (0.35) (1.51) (0.72) (1.05) (1.12) (1.23)

Non-household RE loans 0.26*** 0.10*** 0.19*** 0.28*** 0.32*** 0.56*** 0.31** 0.55*** 0.51*** 0.61***
(0.05) (0.04) (0.05) (0.05) (0.05) (0.18) (0.12) (0.19) (0.17) (0.19)

Non-household RE lines 0.47*** 0.25*** 0.40*** 0.49*** 0.54*** 0.81** 0.23 0.43* 0.72** 0.70*
(0.13) (0.10) (0.12) (0.14) (0.15) (0.39) (0.21) (0.24) (0.35) (0.37)

Home equity lines of credit -1.30*** -0.65* -1.09** -1.34*** -1.72*** -3.88** 0.62 0.04 0.50 0.17
(0.43) (0.36) (0.43) (0.48) (0.52) (1.92) (0.75) (1.20) (1.28) (1.33)

Number of banks 4,041 4,041 4,041 4,041 4,041 279 279 279 279 279
Failed 274 131 231 306 371 27 9 14 18 22
Pseudo-R2 0.268 0.193 0.215 0.229 0.242 0.378 0.458 0.442 0.355 0.370
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Table AII: Including non-receivership exits. This table shows the results of estimating the paper’s core
real estate model of the probability of a commercial bank failing during 2006-2013 on a sample that includes
banks that exited prior to 2013 without having been reported by FDIC as failed. Columns (1)-(5) report
estimates over the subsample of banks with average assets in 2004 less than $1 billion, and columns (6)-(10)
report estimates over the subsample of banks with average assets in 2004 greater than $1 billion. Columns (1)
and (6) show estimates for the paper’s core model with failure defined as the bank having been placed under
FDIC receivership between January 1, 2006 and December 31, 2013. Columns (2) and (7) use a cutoff rule
that defines as failed any bank with a minimum Tier 1 leverage ratio during the period 2006-2013 of less that
1%. Columns (3) and (8) raise the threshold to 2%, columns (3) and (8) to 2%, columns (4) and (9) to 3%
and columns (5) and (10) to 4%. Commercial bank data are taken from the Reports of Condition and Income
(Call Reports), and bank failures from the FDIC’s list of failed banks. Sample selection is discussed in Section
II. The reported coefficients are average marginal effects. Estimates for the coefficients of baseline variables
are suppressed for brevity. Heteroscedasticity-robust standard errors are reported. The levels of statistical
significance are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL receivership T1<0.01 T1<0.02 T1<0.03 T1<0.04 receivership T1<0.01 T1<0.02 T1<0.03 T1<0.04

VARIABLE (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Securities 0.17 -0.04 -0.06 -0.05 -0.12 0.37 0.55 0.75 0.65 1.01*
(0.13) (0.08) (0.12) (0.15) (0.14) (0.58) (0.33) (0.46) (0.49) (0.55)

Illiquid Assets 0.17 -0.02 -0.01 0.03 -0.02 0.35 0.37 0.45 0.52 0.78
(0.13) (0.08) (0.11) (0.14) (0.13) (0.56) (0.35) (0.44) (0.46) (0.53)

Credit lines 0.09 0.02 -0.01 -0.05 -0.03 -0.33 0.02 -0.03 -0.24 -0.21
(0.08) (0.06) (0.08) (0.09) (0.10) (0.23) (0.11) (0.14) (0.20) (0.23)

Agency MBS -0.04 -0.03 0.00 0.05 0.01 0.11 0.03 0.13 0.14 0.09
(0.07) (0.05) (0.06) (0.07) (0.08) (0.20) (0.09) (0.13) (0.17) (0.17)

Private-label MBS 0.35 -0.03 0.32 0.24 0.56 1.24** 0.16 -0.28 -0.03 0.22
(0.40) (0.34) (0.35) (0.42) (0.50) (0.55) (0.23) (0.48) (0.45) (0.47)

Traditional home mortgages -0.00 -0.02 0.00 -0.04 -0.07 0.06 0.09 0.07 -0.02 0.06
(0.05) (0.04) (0.05) (0.05) (0.06) (0.14) (0.09) (0.12) (0.13) (0.15)

Home equity loans 0.86*** 0.50*** 0.87*** 1.12*** 1.43*** 1.58 -0.46 -0.10 -0.47 -0.47
(0.23) (0.19) (0.23) (0.26) (0.29) (1.01) (0.49) (0.71) (0.73) (0.83)

Non-household RE loans 0.20*** 0.07** 0.14*** 0.21*** 0.24*** 0.40*** 0.24** 0.43*** 0.37*** 0.43***
(0.04) (0.03) (0.04) (0.04) (0.04) (0.15) (0.10) (0.16) (0.14) (0.15)

Non-household RE lines 0.33*** 0.20*** 0.30*** 0.37*** 0.43*** 0.65** 0.16 0.30 0.52* 0.52*
(0.10) (0.07) (0.10) (0.11) (0.12) (0.31) (0.16) (0.19) (0.27) (0.29)

Home equity lines of credit -1.06*** -0.53* -0.90*** -1.08*** -1.54*** -2.47* 0.58 0.23 0.48 0.26
(0.34) (0.29) (0.34) (0.38) (0.42) (1.36) (0.50) (0.82) (0.82) (0.89)

Number of banks 5,115 5,115 5,115 5,115 5,115 391 391 391 391 391
Failed 274 133 235 316 392 27 9 14 18 22
Pseudo-R2 0.232 0.163 0.179 0.186 0.204 0.351 0.458 0.430 0.339 0.354
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Table AIII: Matched sample characteristics. This table displays means for the core model’s variables for
failed banks and for matched subsamples of survivor banks. Columns (1)-(3) report means for banks with
average assets in 2004 less than $1 billion, and columns (4)-(6) report means for banks with average assets
in 2004 greater than $1 billion. Columns (1) and (4) show means for failed banks. Columns (2) and (5)
show means for a subsample of survivor banks constructed by using a 1-nearest neighbor algorithm to match
survivor banks to failed banks. Columns (3) and (6) use 2-nearest neighbor matching. Panel A shows means
for the variables used for matching. Panel B shows the resulting means for the variables characterising banks’
exposure to real estate in each portfolio. Commercial bank data are taken from the Reports of Condition and
Income (Call Reports), and bank failures from the FDIC’s list of failed banks. Sample selection is discussed
in Section II. The levels of statistical significance for difference in means tests between failed and matched
survivor banks are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $ 1bil)
SUBSAMPLE Failed k-1 k-2 Failed k-1 k-2

VARIABLE (1) (2) (3) (4) (5) (6)

Panel A: Matched variables
logAssets 12.26 12.29 12.26 14.82 14.71 14.66
BHC membership 0.12 0.14 0.15 0.26 0.26 0.22
ROAA 0.01 0.01 0.01 0.01 0.01 0.01
Efficiency 1.73 1.72 1.70 2.09 2.06 2.03
Non-performing loans 0.00 0.00 0.00 0.01 0.01 0.01
Equity capital 0.09 0.10 0.10 0.09 0.09 0.10
Core deposits 0.62 0.61 0.61 0.50 0.52 0.52
Money market 0.03 0.04 0.04 0.03 0.02 0.02
Securities 0.13 0.13 0.13 0.21 0.18 0.17
Illiquid Assets 0.80 0.79 0.79 0.73 0.77 0.78
Credit lines 0.18 0.18 0.18 0.19 0.18 0.18
Securities 0.13 0.13 0.13 0.21 0.18 0.17

Panel B: Unmatched variables
Agency MBS 0.04 0.04 0.04 0.09 0.07 0.06
Private-label MBS 0.00 0.00 0.00 0.01 0.00** 0.00**
Traditional home mortgages 0.11 0.13*** 0.14*** 0.10 0.14 0.14
Home equity loans 0.03 0.03 0.03 0.02 0.02 0.02
Non-household RE loans 0.47 0.37*** 0.37*** 0.43 0.37 0.36*
Non-household RE lines 0.10 0.07*** 0.07*** 0.10 0.06** 0.06**
Home equity lines of credit 0.02 0.03*** 0.02*** 0.01 0.02 0.02
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Table AIV: Matched sample estimates. This table shows the results of estimating the paper’s core real
estate model of the probability of a commercial bank failing during 2006-2013 on a matched subsample of
survivor banks. Failure is defined as the bank having been placed under FDIC receivership between January
1, 2006 and December 31, 2013. Columns (1)-(3) report estimates over the subsample of banks with average
assets in 2004 less than $1 billion, and columns (4)-(6) report estimates over the subsample of banks with
average assets in 2004 greater than $1 billion. Columns (1) and (4) show estimates for the paper’s core model
on the unmatched sample, for reference. Columns (2) and (5) use a 1-nearest neighbor matching algorithm to
match survivor banks to failed banks, and columns (3) and (6) use 2-nearest neighbor matching. Banks are
matched on all the variables used in the main specification, except for the variables capturing exposure to real
estate in each portfolio (see Table AIII). Commercial bank data are taken from the Reports of Condition and
Income (Call Reports), and bank failures from the FDIC’s list of failed banks. Sample selection is discussed
in Section II. The reported coefficients are average marginal effects. Estimates for the coefficients of baseline
variables are suppressed for brevity. Heteroscedasticity-robust standard errors are reported. The levels of
statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL unmatched k-1 k-2 unmatched k-1 k-2

VARIABLE (1) (2) (3) (4) (5) (6)

Securities 0.16 0.45 0.38 0.54 -0.68 -1.86
(0.15) (0.72) (0.66) (0.74) (6.26) (3.81)

Illiquid Assets 0.18 -0.60 -0.43 0.54 -1.74 -2.53
(0.15) (0.72) (0.65) (0.71) (6.48) (3.94)

Credit lines 0.12 -0.72 -1.04** -0.43 -1.16 -2.19**
(0.11) (0.47) (0.45) (0.30) (0.87) (0.91)

Agency MBS -0.02 -0.37 -0.15 0.16 0.14 1.38
(0.08) (0.51) (0.47) (0.25) (0.90) (0.85)

Private-label MBS 0.58 0.27 2.19 1.97** 16.74*** 6.95*
(0.57) (3.17) (2.91) (0.99) (5.42) (3.76)

Traditional home mortgages -0.02 0.20 0.03 0.14 0.51 0.56
(0.07) (0.36) (0.34) (0.19) (0.79) (0.72)

Home equity loans 1.10*** 6.23*** 5.68*** 2.63* 19.81*** 12.44**
(0.29) (1.75) (1.49) (1.51) (6.73) (4.88)

Non-household RE loans 0.26*** 1.24*** 1.15*** 0.56*** 2.01*** 2.08***
(0.05) (0.27) (0.24) (0.18) (0.56) (0.43)

Non-household RE lines 0.47*** 1.20** 1.43*** 0.81** 2.45** 2.35**
(0.13) (0.61) (0.55) (0.39) (1.09) (1.11)

Home equity lines of credit -1.30*** -8.52*** -7.28*** -3.88** -25.01*** -12.67**
(0.43) (2.45) (2.10) (1.92) (8.91) (6.15)

Number of banks 4,041 513 705 279 52 67
Failed 274 274 274 27 27 27
Pseudo-R2 0.268 0.147 0.145 0.378 0.441 0.407
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Table AV: Using alternative pre-crisis snapshots. This table shows the results of estimating the paper’s core
real estate model of the probability of a commercial bank failing during 2006-2013, using alternative pre-crisis
snapshots. Failure is defined as the bank having been placed under FDIC receivership between January 1,
2006 and December 31, 2013. Columns (1)-(3) report estimates over the subsample of banks with average
assets in 2004 less than $1 billion, and columns (4)-(6) report estimates over the subsample of banks with
average assets in 2004 greater than $1 billion. Columns (1) and (4) show estimates for the pre-crisis snapshot
taken using 2004 averages, columns (2) and (5) using 2005 averages (the default year used throughout the
paper), and columns (3) and (6) using 2006 averages. Commercial bank data are taken from the Reports of
Condition and Income (Call Reports), and bank failures from the FDIC’s list of failed banks. Sample selection
is discussed in Section II. The reported coefficients are average marginal effects. Estimates for the coefficients
of baseline variables are suppressed for brevity. Heteroscedasticity-robust standard errors are reported. The
levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $1bil)
MODEL 2004 2005 2006 2004 2005 2006

VARIABLE (1) (2) (3) (4) (5) (6)

Securities 0.16 0.16 0.23 0.23 0.54 1.39
(0.17) (0.15) (0.20) (0.58) (0.74) (0.98)

Illiquid Assets 0.25 0.18 0.26 0.35 0.54 1.40
(0.17) (0.15) (0.20) (0.59) (0.71) (0.97)

Credit lines -0.00 0.12 0.06 -0.56 -0.43 -0.48*
(0.11) (0.11) (0.11) (0.36) (0.30) (0.29)

Agency MBS 0.07 -0.02 -0.15 0.18 0.16 0.37
(0.07) (0.08) (0.10) (0.24) (0.25) (0.26)

Private-label MBS 0.45 0.58 0.67 2.64** 1.97** 1.29
(0.82) (0.57) (0.52) (1.25) (0.99) (0.92)

Traditional home mortgages -0.10 -0.02 -0.05 0.11 0.14 0.12
(0.07) (0.07) (0.07) (0.20) (0.19) (0.19)

Home equity loans 0.85*** 1.10*** 0.91*** 2.69*** 2.63* 2.02
(0.28) (0.29) (0.34) (1.04) (1.51) (1.51)

Non-household RE loans 0.21*** 0.26*** 0.27*** 0.46*** 0.56*** 0.52***
(0.05) (0.05) (0.05) (0.17) (0.18) (0.17)

Non-household RE lines 0.63*** 0.47*** 0.47*** 0.97** 0.81** 1.11***
(0.14) (0.13) (0.13) (0.46) (0.39) (0.34)

Home equity lines of credit -0.92** -1.30*** -0.79* -4.38** -3.88** -1.65
(0.42) (0.43) (0.44) (1.71) (1.92) (1.40)

Number of banks 4,040 4,041 4,041 279 279 278
Failed 273 274 274 27 27 26
Pseudo-R2 0.249 0.268 0.298 0.380 0.378 0.421
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Table AVI: Difference-in-means tests for the pace of change in the banks’ business model between
failed and surviving banks. This table displays tests for the equality of means for the rate of change
of the banks’ average level of exposure to the real estate sector between 2001 and 2005 through
changes in the composition of the loan, marketable securities, and credit line portfolios, for the
groups of survivor and failed banks. For each variable, the rate of change is defined as the difference
between the variable’s average value in 2005 and its average value in 2001. The left panel displays
tests for banks with average assets in 2004 less than $1 billion and the right panel for banks with
average assets in 2004 greater than $1 billion. Commercial bank data are taken from the Reports of
Condition and Income (Call Reports) and bank failures from the FDIC’s list of failed banks. Sample
selection is discussed in Section II. The values of the variables are averages obtained over the four
quarters of the corresponding year. Heteroscedasticity-robust standard errors are reported. The
levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

SIZE SMALL (ASSETS < $1bil) LARGE (ASSETS > $ 1bil)
VARIABLE Survived Failed Diff Survived Failed Diff

Securities excluding MBS 0.000 -0.014 -0.0141*** -0.005 0.017 0.0219
Agency MBS -0.001 -0.008 -0.0068** 0.004 0.003 -0.0012
Private-label MBS 0.000 -0.000 -0.0002 0.002 0.004 0.0023
Illiquid assets excluding RE loans -0.032 -0.060 -0.0281*** -0.024 -0.061 -0.0368**
Traditional home mortgages -0.016 -0.016 0.0006 -0.017 -0.028 -0.0110
Home equity loans 0.007 0.009 0.0020 0.015 0.005 -0.0099***
Non-household RE loans 0.069 0.141 0.0721*** 0.044 0.090 0.0463***
Credit lines excluding RE lines 0.007 0.005 -0.0023 0.005 -0.006 -0.0107
Non-household RE lines 0.011 0.036 0.0254*** 0.013 0.031 0.0181*
Home equity lines of credit 0.005 0.006 0.0004 0.012 0.004 -0.0079***
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